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S-The management at a multi-item inventory system at the warehouse level,
in which demand is comprised at the aggregated replenishment orders from
lower-echelon inventory control facilities, was investigated by Schultz [1979].
Under the assumption that the warehouse observes only the aggregated replen-
ishment orders, Schultz adapts an approximately optimal (s,S) poli:y rule
(The Power Approximation of Ehrhardt [1976]), originally designed for inde-
pendent and identically distributed demands, for use in a warehouse demand
environment. The demand requirements of this new policy rule, referred to
as the Correlation-Adjusted Power Approximation, are the mean, variance, and
variance over one lead time of demand. For the situation in which these de-
mand parameters are known exactly, Schultz empirically demonstrates that the
operating characteristics of the policy rule are close to the operating char-
acteristics of simulation-derived estimates of optimal (s,S) policies for a
wide range of parameter settings.*N

In this investigation we evalu te, by means of computer simulation, the
performance of the Correlation-Adjusted Power Approximation for the situation
in which the decision-maker's knowledge of the warehouse demand process is
limited to a sample of previously realized demands. In our simulation ex-
periments, policy parameters are revised periodically using a fixed number of
past demands to estimate the mean, variance, and variance over one lead time
of the warehouse demand process. For our experimental design, we found the
policy rule's performance to be quite good using a relatively small demand
history. We also examine the accuracy of statistical forecasts that predict
the future behavior of operating characteristics. We discuss forecasts of
systemwide operating characteristics and of individual item characteristics.
As a result, the manager of an inventory system is apprised of the extent of
the bias in forecast estimates.
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FOREWORD

As part of the on-going research program in "Decision Control

Models in Operations Research," Mr. Carl R. Schultz investigates

the behavior of multi-item inventory control systems at a warehouse

level in which demand is comprised of the aggregated replenishment

orders from lower-echelon inventory control facilities. In this

environment, the warehouse demand probability distributions are spo-

radic and exhibit correlation from one time period to the next.

This study builds on a previous one (Technical Report #14) by re-

laxing an assumed environment of perfect demand information to a

setting where demand parameters are estimated from a limited sample

of historical demands. Several sections of this report parallel

similar findings in earlier reports. Other related reports dealing

with the research program are listed on the following pages.

Harvey M. Wagner
Principal investigator

Richard Ehrhardt
Co-Principal Investigator
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ABSTRACT

Inventory managers often encounter erratic demand histories which

are difficult to model. For example, periods of no demand are fre-

quently observed, and when demand is positive, it tends to be quite

large. Furthermore, periods of high demand are often followed by

several periods of no demand. One possible explanation for this spo-

radic and correlated demand behavior is that demand originates from

separate facilities which employ (s,S) replenishment policies. Each

period's demand, therefore, is the sum of the replenishment order

quantities received from other inventory control facilities.

The management at a multi-item inventory system at the warehouse

level, in which demand is comprised at the aggregated replenishment

orders from lower-echelon inventory control facilities, was investi-

gated by Schultz (1979). Under the assumption that the warehouse ob-

serves only the aggregated replenishment orders, Schultz adapts an

approximately optimal (s,S) policy rule (The Power Approximation of

Ehrhardt [1976]), originally designed for independent and identically

distributed demands, for use in a warehouse demand environment. The

demand requirements of this new policy rule, referred to as the Corre-

lation-Adjusted Power Approximation, are the mean, variance, and vari-

ance over one lead time of demand. For the situation in which these

Ademand parameters are known exactly, Schultz empirically demonstrates

that the operating characteristics of the policy rule are close to the

operating characteristics of simulation-derived estimates of optimal

(s,S) policies for a wide range of parameter settings.

I.



In this investigation we evaluate, by means of computer simulation,

the performance of the Correlation-Adjusted Power Approximation for

the situation in which the decision-maker's knowledge of the warehouse

demand process is limited to a sample of previously realized demands.

In our simulation experiments, policy parameters are revised periodi-

cally using a fixed number of past demands to estimate the mean, vari-

ance, and variance over one lead time of the warehouse demand process.

For our experimental design, we found the policy rule's performance

to be quite good using a relatively small demand history. We also

examine the accuracy of statistical forecasts that predict the future

behavior of operating characteristics. We discuss forecasts of system-

wide operating characteristics and of individual item characteristics.

As a result, the manager of an inventory system is apprised of the

extent of the bias in forecast estimates.
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1. (s,S) INVENTORY POLICIES FOR A WHOLESALE WAREHOUSE SYSTEM

In many inventory systems one often observes an erratic demand

history whose underlying generating process is difficult to explain.

For example, consider a situation in which periods of no demand are

frequently observed, and when demand is positive it tends to be

quite large. In addition, periods of positive demand are often

followed by several periods of no demand. One possible explanation

for this sporadic and correlated demand behavior is that the obser-

ved demand originates from other facilities which employ (s,S)

replenishment policy rules. A natural setting for this type of

demand behavior is a two-echelon inventory system, consisting of a

number of lower-echelon facilities (stores) satisfying erogenous

customer demand, and a single upper-echelon facility (warehouse)

whose demand is comprised solely of replenishment orders placed by

those stores.

The behavior of multi-item inventory control systems at a

warehouse level, in which demand is comprised at the aggregated

replenishment orders from lower-echelon inventory control facilities,

was investigated by Schultz (1979). Under an assumption of limited

warehouse demand information, Schultz adapts the Power Approximation

of Ehrhardt (1976), which was originally designed for independent
W

and identically distributed demands, for warehouse replenishment

rules. The demand requirements of the modified policy rule are the

mean, variance, and variance of demand over one leadtime. Schultz

empirically investigates the performance of the policy rule when
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these demand parameters are known exactly. The rule performs well

in the warehouse environment, yielding total costs that are typically

within a few percent of those of a simulation-derived estimate of

the minimum-cost stationary (s,S) policy.

The primary goal of our study is to evaluate, by means of com-

puter simulation, the performance of the policy rule for the situa-

tion in which the decision-makers knowledge of the warehouse demand

process is limited to a sample )f previously-realized demands.

1.1 A Wholesale Warehouse Inventory Model

We consider the management of a wholesale warehouse inventory

system. We model the wholesale warehouse as the upper-echelon fa-

cility of the two-echelon inventory system depicted in Figure 1.1

The system is designed to provide simple experimental designs for

research purposes. We point out, however, that the policy rule

developed for use at the warehouse is easily adopted to more com-

plex systems with arbitrary autocorrelated demand processes.

We postulate a single-item, periodic review inventory model

for each facility in the two-echelon system. We assume that de-

mand at each facility is met as long as there is stock on hand,

band when a stockout occurs, unfilled demand is backlogged until

sufficient replenishments arrive. Items kept in inventory are

A assumed to be conserved, there being no losses by deterioration,
-4

obsolescence, or pilferage. Inventory on hand at the end of a

given period is the inventory from the previous period plus any

replenishment that arrives, less demand in the given period.

,)
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If inventory on hand is negative, its absolute value is the amount

of backlogged demand. The time sequence of events within any period

is taken to be order, delivery, and demand.

Basic demand, which we assume is independent and identically

distributed, enters the two-echelon inventory system at a lower-

echelon comprised of M independently-operated stores in parallel.

We make the additional assumption that control over replenishment

at each store is exercised by an (s,S) policy: whenever inventory

x on hand and on order is less than or equal to the value s , an

order is placed for a replenishment of size S - x . The basic de-

mand is then filtered through the (s,S) replenishment policy at

each store and, disallowing transshipments of items between the

stores, is passed on to the warehouse in the form of aggregated

replenishment orders. Specifically, if X represents the order
1

quantity received from store K in period i , then

N
(.1) = k

, k=l i

is the entire demand realized at the warehouse in period i

Properties of the warehouse demand process {Zi , i : I1 were

investigated by Schultz (1979) . Simple expressions for the mean,

variance, and autocorrelation function of the warehouse demand

process were derived in terms of the stores' policy parameters and

demand distributions. The warehouse demand properties are summarized

in Section 1.5.1

Ii,
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The dotted line in Figure 1.1 stresses that in our model the

warehouse observes only the aggregate replenishment orders. Knowl-

edge of the operations at individual lower-echelon facilities is

assumed to be either unavailable or ignored in a deliberate attempt

to decentralize inventory management. Thus, we desire cost effective

easily computed warehouse replenishment rules which require, in addi-

tion to the warehouse economic parameters, only information directly

obtainable from the observed warehouse demand process.

The cost structure at the warehouse is of a simple form. At

the end of each period a unit holding cost h or a unit penalty cost

p is incurred for each unit on hand or on backorder, respectively.

The cost of a replenishment quantity is assumed to be linear with a

fixed setup cost K , and warehouse replenishments are assumed to be

delivered a fixed lead time L after being ordered. The criterion

for optimal inventory control is minimization of the undiscounted ex-

pected cost per period over an infinite horizon.

Under the warehouse cost assumptions described above, a station-

ary (s,S) policy would be optimal if the warehouse demands were in-

dependent and identically distributed [Iglehart (1963 a,b)]. Unfor-

tunately, warehouse demands in successive periods are dependent, and

an optimal policy will not be of a stationary (s,S) form. Neverthe-

less, in this study we confine our attention to warehouse replenish-

ment policies of the (s,S) form, since their simple form has led to

their frequent use in applied situations.

1.2 Wholesale Warehouse Policy Rules

Recall that our criterion for optimal warehouse inventory control

i
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is minimization of the undiscounted expected cost per period over an

infinite horizon. The complexity of the warehouse demand process,

notably its autocorrelated behavior, makes the computation of a pol-

icy which meets this criterion prohibitive. Even the form of the

optimal policy is very difficult to characterize. Nevertheless, as

previously noted, we have confined our attention to the (s,S) form

because of its popular use.

Even when we restrict the cost minimization to only those pol-

icies of a stationary (s,S) form, computational difficulties remain.

Hence, we investigate approximately optimal (s,S) policy rules.

Any investigation of approximately optimal (s,S) policy rules, how-

ever, would be fruitless unless we can establish a benchmark by which

we can evaluate their performance. We obtain benchmark values by es-

timating an optimal stationary (s,S) policy via simulation. Speci-

fically, we seek the stationary (s,S) policy that minimizes the to-

tal cost per period for a long history of generated warehouse demands;

we refer to this policy as the "very best" (s,S) policy. The soft-

ware package we use to estimate very best (s,S) policies is documen-

ted by Kaufman (1976). The methodology of his program is outlined in

the following paragraphs.

A sequence of warehouse demands is generated, and a set of ware-

house (s,S) policies is empirically tested through simulation on

the generated demand sequence. The (s,S) policy with the smallest

total cost per period is designated the very best (s,S) policy.

In the software package a sequence of values for D is examined.

For each D , a corresponding value for S is selected that minimizes
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the total per period using the generated demand sequence. The set of

D values is determined by a Fibonacci search over a range of possible

values for D [Wagner (1969)].

This technique would guarantee finding the very best (s,S) pol-

icyfor the generated demand sequence if the total cost per period was

convex in D ; but such convexity is generally not present [Wagner,

O'Hagan and Lundh (1965)]. Thus, the policy found may not be the very

best (s,S) policy for the generated demand sequence. We refer to

the policy resulting from the search technique described above as the

"best (s,S) policy".

Once a best (s,S) policy has been found, we operate the policy

on the same generated demand history and collect key operating char-

acteristic values. Since the computed operating characteristic val-

ues are statistical estimates, confidence intervals are also comput-

ed. Kaufman's program also has an option that permits the computation

of operating characteristic values and confidence intervals for an

arbitrary (s,S) warehouse policy. By using this option, we evaluate

the performance of other (s,S) policies by comparing their operating

characteristic values with those of the best (s,S) policy on an i-

V dentical warehouse demand sequence.

Although the simulation program discussed above computes nearly

optimal (sS) policies, its implementation in an actual wholesale

warehouse inventory system is iupractical. It requires knowledge of

the warehouse demand distribution or, equivalently, the demand dis-

tribution and policy parameters at each store. This information us-

ually is unavailable to the warehouse manager. In addition, deriving

a policy rule by simulation for each item in a large multi-item
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system would be far too expensive. For these reasons we seek an eas-

ily-computed policy rule that requires only limited warehouse demand

information, and that gives operating characteristic values close to

those of best (s,S) policies.

1.2.1 The Correlation-Adjusted Power Approximation

The algorithm we use to determine values for the warehouse policy

parameters s and S is an adaptation of the Power Approximation of

Ehrhardt (1976), which was originally designed for independent and i-

dentically distributed demands, to a correlated demand environment.

The Power Approximation, which is based on asymptotic renewal theory,

computes values for the policy parameters s and S using only the

mean i and variance a2 of demand.

The Power Approximation is executed as follows.

Let

(1.2) Dp = (1.463)p 3 64 (K/h) 4 98 L .1382

and

!= 832 2/ )187
(1.3) Sp (L + l)v, + (0 ( /P)* (.220/z + 1.142 - 2.866z)

where

(1.4) z = D/[(l + p/h)aL] .

and

(1.5) = (L + 1)o2

If Dp/ is greater than 1.5 let s s and S s + 0

Otherwise, the empirical modification of Wagner (1969) is used.

4.
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The modification is based on the observation of Wagner, O'Hagan and

Lundh (1965) that a w grows large relative to K/h , the optimal

policy converges to a single-critical-number. Therefore, when

Dp /i is sufficiently small, less than or equal to 1.5 , Sp is

compared with a single-critical-number which would be optimal if K

were equal to zero. The smaller of these two numbers is then used as

S in the policy, thereby reducing the separation between S and s.

The single-critical-number used is one which would be optimal if de-

mand followed a normal distribution and K were equal to zero.

Define SO  as

(1.6) So = (L + l)p + vo,

where v is the solution to

(1.7) (2n)- exp(-x 2/2) dx = p/(p + H)

The policy parameters are given by

s = minimum (sp, S0 )

(1 .8)

S = minimum (S S0)

If demands are integer-valued, then s , D , and S are rounded to

the nearest integer.

Schultz [1979] adapted the Power Approximation to a correlated

demand environment by replacing expression (1.5) , which represents

the variance of demand over L+l periods when demands are indepen-

dent and identically distributed, with the more general expression

II il . ... lr n i iI l
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2 L 2
(0 .9) o0 L [(L + 1) + 2 Y (L + 1 - j))]o 2 ,

j=1

where p(j) is the autocorrelation of the process at lag j We

refer to the Power Approximation with (1.9) replacing (1.5) as

the Correlation-Adjusted Power Approximation. Notice that the

Correlation-Adjusted Power Approximation does not rely on information

about the structure of the multi-echelon replenishment system. It

relies solely on information about the aggregate warehouse demand pro-

cess. Accordingly, one must either be able to compute 02 , and

Y' from known system parameters, or one must rely upon statistical
L
estimates of these quantities based on historical records of demand.

Schultz (1979) has demonstrated that when the former approach can be

used the algorithm is an accurate approximation to best (s,S) poli-

cies found hy simulation. In this study, we focus on the latter ap-

proach. That is, we extend the policy rule to an environment where

demand parameters must be statistically estimated.

1.3 Evaluating the Performance of Warehouse Inventory Policies

The performance of warehouse inventory policies is empirically

evaluated by comparing their key operating characteristics with those

of best (s,S) policies in the same demand environment. The operat-

ing characteristics we examine are the expected values per period of

period-end inventory, backlog quantity, frequency of period-end back-

logs, replenishment quantity, frequency of replenishment and the total

cost incurred.

* We evaluate policies in a system of 72 independent inventory
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items with diverse parameter settings. The parameters are specified

by using an analytical characterization of the warehouse demand pro-

cess, which gives properties of warehouse demand as functions of store

parameters. In the following subsections we present an analysis of

the warehouse demand process, and specify parameter settings for our

72-item system.

1.3.1 The Warehouse Demand Process

We refer to the diagram of the warehouse replenishment system

given in Figure 1.1 . Since warehouse demand is the sum of store

replenishments, we first examine the replenishment process of a single

following an (s,S) replenishment policy.

We assume the demand process at a store, denoted by ql , q2 ""

is a sequence of non-negative, integer-valued, independent and identi-

cally distributed random variables having cumulative distribution

-D(.) and probability mass function 0(.) . Let ,n( ) and n(.)

be, for n 1 I , the n-fold convolutions of (.) and p(.) Let

t O(.) represent the distribution whose full mass is located at zero.

We define the renewal functions

(1.10) M(y) k (y),: k= 1

and

k 1

(11)my y

.€ o o 1
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Let ps and 02 denote, respectively, the mean and variance

of the store's demand distribution. (We mention as a caution that the

subscript s here denotes "store", and should not be confused with

the (s,S) policy parameter.)

We assume that the store employs a stationary (s,S) replenish-

ment policy. Let D = S - s and note that the possible replenishment

quantity values are 0 , D+1 , D+2.....

Using the store assumptions given above, we analyze the properties

of the store's replenishment-quantity process. Several important re-

sults from this analysis are given by the following lemma.

Lemma I.1:

If Xi- represents the replenishment order quantity in period i

then

i) the stationary distribution of Xi  is given by

Pr[X i = 0] = M(D)/[l + M(D)]

and for k = 0,l, 2,..,

D
Pr[X i  D+k+l] = [O(D+k+l) + I O(j+k+l)m(D-j)]/[l + M(D)]

j=O

i) the mean of the stationary distribution, denoted by Pr

satisfies

iii) the variance of the stationary distribution, denoted 
by a 2

satisfies

A!
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2 ?2 D
r s +[s km(k)]/[1 + M*i(D)]

k=O

and

iv) the correlation between replenishment order quantities separated

by j periods, denoted by pr 0) , satisfies the recursive

relationship

D-Cur  kO(k)]/ar = 1
k=O

PrCj) = I D 2>Or(J -Cur  kiCJ(k)]/a2r - jIl -j_-'(D)pr(M j > I

k=O r =1 r V

A proof of Lemma 1.1 is given in Schultz (1979).

We now proceed to examine properties of the warehouse demand

process as functions of the store parameters. The properties of our

wholesale warehouse inventory model, described in Section 1.1 , enable

us to derive simple expressions for the mean, variance, and autocorre-

lation function of the warehouse demand process in terms of their

counterparts for the single-store replenishment processes.

Let , rk and r be, respectively, the mean,

variance, and autocovariance function of the replenishment process at

store k . Let a 2 , and pw(-) be, respectively, the mean,

variance, and autocorrelation function of the demand process at the

warehouse. Several important properties of the warehouse demand

* process are given in the following lemma.
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Lemma 1.2:

A. If all stores operate independently, and have

independent demand distributions, then

N
1) Iw : r,k

k=l

2 N 2

Cy w I= a r,kk=l

N N 2

iii) pwOj) =  I Yr,kJ I r,k for j = 1,2,3,
k=l , =l

B. Furthermore, if each store has the same demand distri-

bution and replenishment policy, then

iv) lw = NPr

v) a2 = No2
w r

vi) P WO) = Pr(J) for j 1,2,3.

A proof of Lemma 1.2 is given in Schultz (1979).

We use Lemmas 1.1 and 1.2 to set store parameters

2Ps 9 a s , and D) so that the warehouse demand process has theiS
desired properties.

1.3.2 Parameter Settings

We consider a set of 72 independent inventory items to

be stocked at the warehouse; Table 1.1 lists the warehouse parameter

settings. The four values for mean warehouse demand are 4, B, 12,

and 16. The variance-to-mean ratio of the warehouse demand process
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is 9 . Three values, L = 0, 2, and 4, are assigned to ldad time.

Since the cost function is linear in the parameters K , h , and

p , the value of unit holding cost is normalized at unity. The

penalty cost values are p =4 , 9 , and 99. The setup cost

values are K = 32 and 64

Table 1.1

Warehouse Parameters

NUMBER

PARAMETER PARAMETER OF
SETTINGS SETTINGS

Mean Demand, Pw 4, 8, 12, 16 4

Demand Variance/ Mean, 9 1

2 "
w w

Delivery Leadtime, L 0, 2, 4 3

Unit Holding Cost, h 1 1

Unit Penalty Cost, p 4, 9, 99 3

Ordering Setup Cost, K 32, 64 2

4We use Lemmas 1.1 and 1.2 to set store parameters so that de-

sired levels of correlation are achieved in the warehouse demand pro-

cess, while still maintaining the specified values for warehouse de-

mand mean and variance. We present the resulting experimental designs

in the following paragraphs. See Schultz (1979) for details of the

analysis.

st
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To facilitate our research analysis, we specify two warehouse

demand environments. In each environment we assign the same auto-

correlation function to all of the 72 items listed in Table 1.1.

The store parameters corresponding to these demand environments

are given in Table 1.2 . Both demand environments assume a value

of D = 8 and a negative binomial demand distribution at each

store. The demand environments are characterized by the number of

stores N in each, with one having four times as many stores as the

other. In the few-stores environment each store has a mean of 4 ,

a variance of 12.80 , and a replenishment variance of 36 , while

for the many-stores environment, the values are, respectively, 1

1.70 , and 9 . Thus, warehouse mean demand values of 4 , 8 , 12

and 16 correspond to N1 = 1 , 2 , 3 , and 4 for the few-store

PnvironmPnt and correspond to N = 4 , 8 , 12 , and 16 in the many-

stores environment.

Table 1.2

* Store Parameters

(D = 8 , negative binomial demand distribution at each store)

DEMAND ENVIRONMENT N 1
s s r

Few Stores "W/4  4 12.80 36

* Many Stores w 1.70 9

4~w

'Ij
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The warehouse autocorrelation functions for the demand environ-

ments are listed in Table 1.3 up to lag four. For the few-stores

environment the autocorrelation function has a value of -0.30 at

lag one and rapidly approaches zero for lags greater than one. For

the many-stores environment the autocorrelation function has a value

of -0.11 at lag one and slowly goes to zero as the lag number in-

creases. The difference between the autocorrelation functions arises

from the different values for the mean and variance of the store's

demand distribution.

Table 1.3

Warehouse Autocorrelation Functions

DEMAND ENVIRONMENT Pw(1) pw(2) P w(3) pw(4)

Few Stores -0.30 -0.05 +0.03 +0.01

Many Stores -0.11 -0.10 -0.09 -0.07

Figures 1 .2 and 1.3 are plots of the warehouse demand distri-

bution for each of the four valuos of mean demand in the few-stores

environment. The distributions are quite sporadic, i.e., demand is

*, most likely to be zero but when it is positive it tends to be rather

large.
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Figure 1.2

Probabtltty Mass Functions for the Pew-Stores Environment
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Figure 1 .3

Probability Mass Functions for the Few-Stores Environment
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Note for N = 1 the high probability of zero demand and the

monotonically decreasing curve for demand values beyond D + 1

When N = 2 notice a slight increase in the probability mass begins

at 2(D + 1) . This is the effect of the second store. The effect

of still more stores is to shift more mass into the tail of the dis-

tribution.

In Section 2 we empirically evaluate the performance of the

Statistical Correlation-Adjusted Power Approximation policy rule for

the experimental design given above. In Section 3 we examine the

accuracy of statistical forecasts that estimate the future behavior

of warehouse operating characteristics. In Section 4 we examine the

robustness of the Correlation-Adjusted Power Approximation by evalua-

ting its performance in a replenishment system with non-identical

stores. Finally, in Section 5 we summarize our findings and suggest

several ideas for improving the Correlation-Adjusted Power Approxima-

tion.

4

iLa'~,
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2. WHOLESALE WAREHOUSE INVENTORY CONTROL WITH STATISTICAL DEMAND

INFORMATION

In this section we investigate the behavior of multi-item inven-

tory control systems at the warehouse level when the only demand in-

formation available to the decision-maker is that provided by a finite

sample from the realized demand history. Specifically, we assume that

T periods of demand data are utilized to construct an inventory con-

trol policy for use during the next T weeks of operation. A simula-

tion experiment is used to assess policy performance. In the experi-

ment 200 replications of policy construction and operation are simula-

ted. Policy performance is then evaluated by comparing average oper-

ating characteristic values with estimates of the expected operatins

characteristic values for the same systems controlled with full in-

formation and with best policies.

2.1 The Statistical Correlation-Adjusted Power Approximation

Recall that the demand information requirements of the Correla-

tion-Adjusted Power Approximation are the mean, variance, and variance

over one lead time of demand. When demand information is limited to a

time series of previous warehouse demands, we obtain values for (s,S)

by substituting statistical estimates for demand parameters in equa-

tions (1.2) through (1.6) We refer to policy parameters obtained

in this manner as Statistical Correlation-Adjusted Power Approximation

policies.

In this study, we assume that a warehouse demand history of T

• periods, with equal weight being given to each observation in this

history, is used in constructing the policy parameters s and S for

.1'Al
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use during the next T periods of operation. This is not optimal if

the demand process is known to be stationary, for then the entire

history should be accumulated to give better knowledge and perform-

ance. Even when demand is known to be nonstationary but varying in a

regular manner, such as by a trend or periodic cycle, or both, an op-

timal decision rule would generally utilize the entire history.

The decision-maker usually is not in a position to know, however,

that conditions observed will continue to prevail. This provides

justification for making frequent revisions and placing greater weight

on demands from the immedicate past and less on earlier demands.

2.2 Estimating the Mean, Variance, and Lead Time Variance of Demand

The statistics required by our decision rule are the sample es-

timators of the mean, variance, and variance of demand over one lead
^ 2 ^2

time, denoted a , , and aL , respectively . Let T be the num-

ber of observations of past demands, and let t( T) be the period in

which a policy revision is to be made. We estimate the mean i of

the warehouse demand process {Zi , i l} by

^ T

(2.1) _= Zt T

the variance (3 by

^2 : 2

(2.2) a (T-1) Z (ZtT-i ,
t =I

and the variance of demand over one lead time aL by

^2 L ^ ^2

(2.3) L (L+) + 2 1 (L+l-j)p(j)]o
j=l

where

*
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(2.4) i)(j) I (Z t_ -)(Z tT+j-) l[(T-j-l1 a

LT=I

is the estimate of the correlation between two warehouse demands se-

parated by j periods.

In some applied settings, especially in those where the number

of inventoried items is quite large, the computational burden and

data storage requirements of estimating L autocorrelation coeffi-

cients for each inventoried item can be large. In addition, if T

is small, estimates of higher-order autocorrelation coefficients may

be unstable. For these reasons we also consider an alternative esti-

mate of a2 which uses only the first-order autocorrelation coeffi-

cient estimate p(O) and sets all the estimates of higher-order auto-

correlation coefficients equal to zero. This alternate estimate for

0L is given by
,,2

2.L  [Ll+2p(l)) + ]2

(2.5) L +(P1]0

and is termed the truncated lead time demand variance estimator.

2.3 The Performance of the Statistical Correlation-Adjusted Power

Approximation

In this subsection, we present the results from the simulation

of multi-item warehouse inventory systems controlled by the Correla-

tion-Adjusted Power Approximation with statistical demand information.

In the simulation experiments, average operating characteristic values

are collected for 200 replications using a demand history length of

26 periods. The parameter settings for the multi-item systems stud-

ied are given in Section 1 Comparisons are made with estimates of

',
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the operating characteristic values for the same systems controlled

with full information and with best policies. In addition, the sen-

sitivity of the operating characteristics to values of the input

parameters is investigated.

We first examine the policy rule's performance when lead time

demand variance is estimated using (2.3) , which requires estimation

of the first L autocorrelation coefficients. We then investigate

the policy rule's performance using the truncated lead time demand

variance estimator given by (2.5) which only requires estimation of

the first-order autocorrelation coefficient p(l)

2.3.1 Performance Using the First L Sample Autocorrelation

Coefficients to Estimate Lead Time Demand Variance

Estimated expected total cost per period, and its components,

under full and statistical demand information are shown for the few-

stores environment in Table 2.1 , and for the many-stores environment

in Table 2.2 . In addition, Tables 2.1 and 2.2 display estimates

of absolute and percentage differences in expected costs per period

when the Correlation-Adjusted Power Approximation, under full and

statistical demand information, is compared with best (s,S) policy

control. Total costs under statistical demand information are 7.8%

and 10.9% above best policy's total cost for the few-stores and

many-stores environments, respectively. Notice that under full in-

formation total costs are, respectively, 2.6% and 3.4% above best

*policy costs. From a practitioner's viewpoint, the results under

statistical demand information are encouraging in that total costs are

within 11% of best values, and are within 7.5% of performance

I i i I I I I I , , _
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levels with known demand parameters using a relatively small demand

history of 26 periods. We also note, that our results are compar-

able to those obtained in a previous study (Ehrhardt [1976]) in which

demand was independent and identically distributed. In that study,

total costs were found to be 11.5% above optimal costs for a similar

72-item inventory system with a demand variance-to-mean ratio of 9

and a demand history of 26 periods controlled by the Statistical

Power Approximation.

We next examine the individual components of total cost given in

Tables 2.1 and 2.2 . For both the few-stores and many-stores en-

vironment controlled with statistical demand information, inventory

and backlog costs are above best values while replenishment costs are

below best values. The distributions of costs are similar to those

when the system is controlled with full information. The most notable

difference is that with full information backlog costs are slightly

below best values.

The cost component differences mentioned above indicate that one

shortcoming of the Correlation-Adjusted Power Approximation is that,

in general, it holds too much inventory and orders too infrequently.

VThe major cause of this shortcoming can be attributed to the setting

of D z S - s . Detailed comparisons of best policy parameters with

jCorrelation-Adjusted Power Approximation policy parameters, given in
Table A9 of Appendices I, il, and III , demonstrates that the latter

policy rule sets D too large for almost every item. The result is

B less frequent ordering and higher average inventory levels. At present,

we are not aware of a good way to correct this discrepancy.

1,0
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When the items in each system controlled with the Statistical

Correlation-Adjusted Power Approximation are divided into subsystems

according to values taken by the input parameters, the resulting per-

centages above best costs are shown in Tables 2.3 and 2.4 . Total

cost data reveal that performance degrades with increasing penalty

costs, increasing lead times, and decreasing setup costs. This be-

havior is similar for both demand environments, with the many-stores

demand environment exhibiting slightly more pronounced trends. Notice

that inventory costs are above best values for all parameter settings,

especially for a high penalty cost or a low setup cost. Backlog costs

are above best values for nearly all of the parameter settings. Note,

however, that backlog costs are considerably less than best values

when the penalty cost parameter is 99 . Furthermore, percentages

above best backlog cost values tend to increase with lead time. This

trend is opposite to what was observed by Schultz [1979] under full

information. Finally, we note that replenishment costs are below best

values for all parameter settings.

The percentage apportionment of aggregate costs per period for

various parameter classifications is shown in Tables 2.5 and 2.6

for best policies and for Statistical Correlation-Adjusted Power

Approximation policies. The distributions of costs are similar for

both policy rules. The most notable difference is that the statisti-

cal policies yield a larger proportion in the inventory cost component

and a smaller proportion in the replenishment component. Notice also

that trends in percentage apportionment of aggregate costs, as func-

tions of the input parameters, are similar for both policy rules.

I,
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Tables 2.7 and 2.8 show the values of other operating charac-

teristics of the systems under best policies and Statistical Correla-

tion-Adjusted Power Approximation policies. The statistical policies

display higher backlog frequencies and lower replenishment frequen-

cies. Note that for best policies replenishment frequency increases

with unit penalty cost while it remains nearly constant for the

statistical policies. This lack of dependence on penalty cost is due

to the fact that the Correlation-Adjusted Power Approximation expres-

sion for D is independent of p . Finally, percentages above best

values for these same operating characteristics values of the statis-

tical policies are given in Tables 2.9 and 2.10 . The results are

consistent with trends noted for the cost components.

2.3.2 Performance Using Only the First-Order Sample Autocorrelation

Coefficient to Estimate Lead Time Demand Variance

As we pointed out earlier, in some inventory systems the number

of inventoried items is so large that the computional and data storage

requirements, necessary to estimate the first L autocorrelation co-

efficients for each item in the system, are excessive. In addition,

if the revision history is small, higher-order sample autocorrelation

coefficient estimates may be quite unstable. For these reasons, we

have considered an alternative lead time demand variance estimator,

given by 2.5 , which only requires estimation of the first-order

autocorrelation coefficient.

*Tables 2.11 and 2.12 , corresponding to the few-stores and

many-stores environments, display estimates of total cost per period

and its components along with estimates of absolute and percentage
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differences over best values using both methods to estimate the lead

time demand variance. For the few-stores environment, estimating only

p(1) results in only a 0.6% degradation in performance when com-

pared with estimating the first L autocorrelation coefficients. The

excellent results for this environment are not surprising since the

theoretical higher-order autocorrelation coefficients are close to

zero. For the many-stores environment, however, the theoretical

higher-order autocorrelation coefficients are substantially non-zero,

and yet the degradation in performance is less than 2% . Examining

the individual components of total cost, we find that using only the

first-order sample autocorrelation coefficient results in higher in-

ventory costs and lower backlog and replenishment costs than using the
2

first L sample autocorrelation coefficients to estimate G 2

Percentages above best costs, when aggregated by the individual

input parameters, are given in Tables 2.13 and 2.14 . Comparing

with Tables 2.3 and 2.4 , we find that ignoring the higher-order

autocorrelation coefficients results in higher total costs mainly for

those items with higher penalty costs and, as one would expect, those

items with long lead times. Notice, however, that the degradation is

, not severe even for these items.

Vi In conclusion, the results in this subsection suggest that if one

* iestimates only the first-order autocorrelation coefficient, it may be

possible to attain performance levels which are near those obtained by

estimating the first L autocorrelation coefficients. This limited

estimation procedure would not be justified, of course, if the degra-

* dation in cost performance outweighs the additional cost of estimating

the higher-order autocorrelation coefficients.

,r .. ........ (-'~
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3. FORECASTING WAREHOUSE OPERATING CHARACTERISTICS WITH STATISTICAL

DEMAND INFORMATION

The manager of an inventory system operating with statistical de-

mand information will need to forecast system behavior. Forecasts may

be needed to aid or justify the installation of scientific control.

It may also be a routine requirement because of periodic revision of

the control parameters or even as part of a regular budgeting proce-

dure. In this section we are interested in examining the accuracy of

statistical forecasts that predict the future behavior of warehouse

operating characteristics.

Consider an inventoried item whose control parameters for the

next T periods of operation are constructed using the previous T

periods of demand data. A forecast f is to be made of the average

value of each operating characteristic of interest over the next T

periods of operation. Let a be the actual realization of the aver-

age value of the operating characteristic over the same interval.

The major issues to be resolved here are the extent of the bias B of

the forecast, defined as

(3.1) B =  E(a - f)

and the level of dispersion D of the forecast, defined as

(3.2) D = [Var(a-f)]

Note that our definition of bias is the negative of the definition

usually given for bias, since our biases tend to run in this direction.

We estimate B and D with the aid of a simulation experiment.

In the experiment 200 replications of policy construction, perfor-

mance forecasting, and operation are simulated. Let ft and at be,

I I ." t
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respectively, the forecast and actual average operating characteristic

values for replication t Consider the time series of differences

between the forecasts and the subsequently realized values,

b at ft t = l , 2 ,-..200} , resulting from the simulation

experiment. We estimate the bias B by the mean

-1200

(3.3) b (200)-l 2 bt
t=l

of the time series, and the level of dispersion D by the variance

^2 1 200 2(3.4) B; = (200) -l  X (b t-b)

t=l

of the time series.

Previous forecasting studies [MacCormick (1974), Estey and

Kaufman (1975), Ehrhardt (1976), and Kaufman (1977)] have utilized a

method kc,own as "retrospective simulation" to forecast system behavior.

Briefly, this method entails using the same sample of previously rea-

lized demands both to set the policy parameters s and S , and to

forecast the system's performance. The forecast is constructed by

simulating how the policy would have performed in response to these

demands. In this report we have also adopted this forecasting method.

The forecasting studies mentioned above have all demonstrated

that the double use of the demand history, for control and forecast-

ing, results in forecasts which are biased in the positive direction;

that is, the forecasts tend to underestimate the realized operating

characteristic values. In our study of statistical forecasts in a

warehouse demand environment, we also observe this phenomenon. We

note, however, that in our demand environment the forecast bias
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observed is substantially less than that found in previous studies

where demand was independent and identically distributed. We believe

that the decrease in forecast bias can, for the most part, be attrib-

uted to the negatively correlated nature of the warehouse demand pro-

cess, which results in a lower variance of demand over a given revi-

sion interval.

3.1 Properties of Multi-Item Forecasts of Warehouse Operating

Characteristics

In our study, forecasts of costs per period, for the few-stores

and many-stores multi-item inventory systems, have been computed for

every item in the systems. Little consideration has been given to an

important sampling problem that would be present in a large system.

For such a system it is prohibitively expensive to gather a history of

demands for every item. Therefore, a representative sample of items

must be selected to make an overall system forecast. The accuracy of

such a system forecast is likely to be critically dependent on the

number of items in the sample and its composition. The process of

choosing a representative sample from a large system is presently an

open topic for research, and beyond the scope of this study.

We estimate the bias of forecasts of expected costs per period

for a multi-item system by the sum of the corresponding estimated

biases for each item in the system. In turn, we estimate the disper-

sion of system forecasts by the square root of the sum of the squared

*dispersion levels for each item in the system.

The accuracy of the statistical forecasts of several key system

operating characteristics is presented in Tables 3.1 and 3.2

I .1
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Notice that in both the few-stores and many-stores environments, the

forecasts underestimate each average operating characteristic value.

The forecasts of holding quantity and replenishment frequency incur

small percentage errors. Backlog quantity, backlog frequency, and

total cost, however, have percentage errors of 14.7% , 6.8% , and

4.8% , respectively, for the few-stores environment, and 11.5%

5.0% , and 4.0% , respectively, for the many-stores environment.

Most of the bias in forecasting total cost is due to the large under-

estimation of backlog quantities. Notice that for backlog quantity,

backlog frequency, and total cost the bias of the forecasts is signi-

ficant in comparison with the dispersion level of the forecasts.

Thus, it may be worthwhile to investigate making a correction to each

forecast of these system operating characteristics if the sample of

items used in making the forecasts is sufficiently large and represen-

tative of the overall structure of the multi-item system.

We pointed out earlier that in our demand environment the forecast

bias observed is substantially less than that found in previous studies

where demand was assumed to be independent and identically distributed.

To illustrate, Ehrhardt (1976) evaluated the behavior of statistical

forecasts for a similar 72-item system with independent and identically

distributed negative binomial demands having a variance-to-mean ratio of

9 . Using the same simulation experiment to evaluate forecasting accu-

backlog cost, and total cost had percentage errors of 16.3% , 59.3%

and 17.1% , respectively. Note that the percentage errors of backlog

and total cost are, respectively, about two and four times greater than
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those observed in our demand environment.

To check sensitivity of the bias of the forecasts to individual

system parameters, Tables 3.3 and 3.4 were constructed showing per-

centage values for the biases. Total cost data in Table 3.3 reveal

that forecasting accuracy diminishes with increasing penalty cost and

lead time, and with decreasing setup cost. Holding and replenishment

costs are accurately predicted for all parameter settings. Backlog

costs, however, are severely underestimated; especially, for those

items with a unit penalty cost cf 99 . Notice that the trends in the

bias of the total cost forecasts as functions of the input parameters

are directly attributable to similar trends found in the bias of back-

log cost forecasts. Finally, Table 3.4 presents biases of forecasts

of operating characteristics other than costs. Notice that while re-

plenishment frequency is accurately forecasted for all parameter set-

tings, backlog frequency is accurately forecasted only for those items

with zero lead time and a penalty cost of four.

3.2 Properties of Single-Item Forecasts of Warehouse Operating

Characteri stics

Table A7 of Appendices I and II displays the estimated per-

* centage bias of total cost per period for each item in the few-stores

and many-store multi-item systems, respectively. The table has been

constructed by the analysis of the time series of differences be-

tween the forecasts and the values subsequently realized for the

operating characteristics.

The estimators of the forecast bias B and its dispersion level

D are given by equations (3.3) and (3.4) , respectively. Recall

that our definition of bias implies that the bias is positive if the
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realized value of an operating characteristic exceeds its forecasted

value. To test whether bias is significantly positive or negative, a

two-tailed large sample test has been applied at the 0.05 level of

significance, assuming that the sample mean differences for the 200

observations are normally distributed. The standard deviation used

to construct the unit normal test statistic is the estimated forecast

dispersion level. Results of the tests are shown in column (2) of

Table A7 of Appendices I, II, and III. Note that the forecast bias

of total cost is significantly positive for 47 of the 48 items

which have a replenishment lead time of four, and is significantly

positive for 41 of the 48 items which have a replenishment lead

time of two. The forecast bias of backlog quantity follows a similar

pattern. The forecast bias of backlog quantity is significantly posi-

tive for 46 and 38 items when the replenishment lead time is,

respectively, four and two. A tendency for backlog frequency to be

significantly underestimated also shows up for longer replenishment

lead times.

A
A

*

4.
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4. A WAREHOUSE INVENTORY SYSTEM WITH HETEROGENEOUS STORE PARAMETERS

In Section 2 we empirically evaluated the performance of the

Statistical Correlation-Adjusted Power Approximation in two multi-item

inventory systems. The multi-item systems were characterized by the

number of identical stores N generating warehouse demand through

their replenishment orders, with one having four times as many stores

as the other. In the few-stores environment, each store had a mean

demand of 4 and a variance of 12.8 ; in the many-stores environment,

these values were 1 and 1.7 , respectively . In both environments,

the difference in the store's parameters s and S was 8 . The

results of Section 2 clearly demonstrate that, for both multi-item

systems, the policy rule provides a good approximation to best (s,S)

policies found by simulation.

The assumption of identical stores, while convenient for research

purposes, is admittedly an artificial and unrealistic assumption. A

natural question arises as to whether or not the assumption is a sig-

nificant factor influencing system performance. In this section we

drop the assumption of identical stores and test the Correlation-

Adjusted Power Approximation in a more realistic demand environment.

We begin by presenting an experimental design in which the store

parameters are heterogeneous. We then evaluate the performance of the

policy rule in this heterogeneous-stores environment under full and

statistical demand information. The results of our experiments indi-

cate that performance is as good or better than that observed under

*the assumption of identical stores.
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4.1 An Experiment Design with Heterogeneous Store Parameters

As before, we consider a full-factorial 72-item warehouse inven-

tory system. The warehouse parameter values are the same as those

used in the previous design, and are given in Table 1.1 . The four

values for mean warehouse demand are 4 , 8 , 12 , and 16 . The

variance-to-mean ratio of the warehouse demand process is 9 . Three

values, L = 0 , 2 , and 4 , are assigned to the replenishment lead

time. The penalty cost values are p = 4 , 9 , and 99 , and the

setup cost values are K = 32 and 64

The store parameters are chosen so that stores have different

(s,S) policies and demand distributions. Our design consists of 12

different lower-echelon configurations, three for each of the 4

mean warehouse demand values, with six warehouse items assigned to

each configuration.

At each store we assume a negative binomial demand distribution.

From the results given in Section 1 , it is easy to show that if a

store has a negative binomial demand distribution and uses an (s,S)

policy, then the stationary replenishment process at the store is com-

pletely characterized by the mean p and variance (2 of the

store's demand distribution and the difference n in its policy pa-

rameters s and S . In order to obtain a broad range of D values,

and, at the same time guarantee a warehouse demand variance-to-mean
2

ratio of 9 . we make the additional assumption that c2/P is 9

for each store, where o is the variance of the store replenishmentr

process. We also inject additional realism into our design by setting

D at each store approximately equal to 41 s  This corresponds

1!
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roughly to a Wilson lot-size model at each store with K/h = 8

A complete description of the 12 lower-echelon configurations

is given in Table 4.1 The entries in the table are the number of

stores in a given design with a given vector of store parameters

2N s , os , D) . For example, design I has one store with a mean of

1 , a variance of 6.2 , and a D value of 4 , two stores each with

a mean of 2 , a variance of 9.2 , and a D value of 6 , and another

store with a mean of 3 , a variance of 11.7 , and a D value of 7.

Notice the broad range of parameter settings. Store mean demand val-

ues range from 0.33 to 6 , and D values range from 2 to 10

Within a given design, the number of stores ranges from 1 to 12

and the number of different types of stores ranges from 1 to 4

Table 4.2 lists the autocorrelation functions of the warehouse

demand process up to lag 4 for each of the 12 designs of Table 4.1.

The diversity of the autocorrelation functions is evidenced by the

first-order autocorrelation coefficients which range from -.09 in

design Vr to -.43 in design IV . Design X has a first-order

autocorrelation coefficient of -.38 and rapidly approaches zero for

higher lags. Design 3 , on the other hand, has a first-order auto-

correlation coefficient of -.10 and slowly goes to zero for higher

lags.

4.2 The Performance of the Correlation-Adjusted Power Approximation

with Full Demand Information

A summary of the performance of the Correlation-Adjusted Power

Apprnximation in the heterogeneous-stores environment, described above

is given in Table 4.3 for the case of known mean, variance, and

.... -,
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Ta bl e 4 .2

Warehouse Autocorrelation Coefficients

DESIGN PO1) p(2) p(3) p(4)

I- .30 - .05 +.02 +.0l

II -.17 -.07 -.01 +.00

TII- -. 11 -. 06 -. 03 -. 01

IV-.43 +.09 +.00 -. 03

V -. 15 -. 06 -. 02 -. 00

VI - .09 - .05 - .03 - .01

VII -. 39 +.04 +.01 -. 02

VITT -. 16 -. 07 -. 02 -. 00

Ix -. 10 -. 05 -. 03 -. 01

X -. 38 +.03 +.02 -. 02

xi -. 15 -. 07 -. 02 -. 00

XT! -. 10 -. 06 -. 03 -. 01
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lead time variance of demand. Estimated average total cost per period,

and its components, are shown together with estimates of absolute and

percentage increases over the corresponding best values. Notice that

the estimated total cost per period is within 2% of the correspond-

ing best value. Examination of the individual cost components reveals

a familiar characteristic of the Correlation-Adjusted Power Approxima-

tion, higher-than-best inventory costs being offset somewhat by lower-

than-best backlog and replenishment costs. Comparison with the policy

rule's performance in the homogeneous store environments, given in

Table 2.1 and 2.2 , demonstrates that not only has a high overall

performance luvel been maintained, but, in fact, we find a modest re-

duction in the absolute difference with best values, especially for

the holding cost component.

The percentage above best values of total cost and its components

is broken down by individual parameter settings in Table 4.4 . Ob-

serve that, with the exception of those items with a high unit penalty

cost, the Correlation-Adjusted Power Approximation total cost perfor-

mance is close to best performance. Inventory costs are higher than

the corresponding best values for all parameter settings except a unit

penalty cost of 4 . In addition, inventory cost performance degrades

with increasing penalty cost and replenishment lead time, and with

decreasing setup costs and mean demand. Since holding costs account

for over 60% of total costs, these trends appear in the total cost

component as well. Backlog costs fluctuate above and be-zw best values.

They tend to go from above to below best values with increasing penalty

cost and replenishment lead time and with decreasing setup cost.

Il..jt•I l III



-59-

Table 4.3

Summary of the Performance of the Correlation-Adjusted Power Approximation
for a 72-Item Warehouse Inventory System with Heterogeneous Store Parameters

Under Full Demand Information

(26 Period Revision Interval, and a 26 Period Revision History)

COST AVERAGE COSTS INCREASE OVER

COMPONENT PER PERIOD BEST VALUE

INVENTORY 2031 ( 61.1) 162 [ 8.7]

BACKLOG 530 ( 16.0) - 6 [- 1.0]

REPLENISHMENT 761 ( 22.9) - 95 [-11.1]

TOTAL 3322 (100.0) 62 [ 1.9]

NOTE: Numbers in parentheses are percentages of total cost.

Numbers in brackets are percentage differences in cost
components over best values.

)
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Finally, observe that replenishment costs are below best values for

all parameter settings.

The percentage apportionment of aggregate costs per period for

various parameter settings is shown in Table 4.5 for best policies

and for Correlation-Adjusted Power Approximation policies. The dis-

tribution of costs is similar for both policy rules. Total cost

figures are nearly identical for the two policy rules. The only no-

ticeable difference exists in replenishment costs. The Correlation-

Adjusted Power Approximation again lacks the slight dependence on

unit penalty cost that is evidenced by the best policies.

Table 4.6 shows the values of operating characteristics other

than costs for the multi-item system under best and Correlation-

Adjusted Power Approximation Control. Backlog frequency under the

latter policy is higher, and displays a slight dependence on replen-

ishment lead time which is absent under best policy control. Replen-

ishment frequency is lower under Correlation-Adjusted Power Approxi-

mation control and, as with replenishment costs, lacks the dependence

on p which is present under best policy control. Finally, Table 4.7

displays the percentages above best values for these same operating

V! characteristics of the Correlation-Adjusted Power Approximation po-

licies. Note that replenishment frequencies are below best values for

all parameter settings, and that backlog frequencies are above best

values for all parameter settings except for a unit penalty cost of

99 , which is a substantial 43% below the best value.

!:1
o p
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4.3 The Performance of the Correlation-Adjusted Power Approximation

with Statistical Demand Information

The methodology we use to evaluate the Correlation-Adjusted Power

Approximation in the heterogeneous-stores environment, when demand in-

formation is limited to a sample of previously-realized demands, is

identical to that employed in Section 2 . As before, we simulate 200

replications of policy construction and operation. We again use the

previous 26 demand observations to compute the policy parameters to

be employed during the next 26 periods of operation. In this sect-

ion we estimate the variance of demand over one lead time L by ex-

pression (2.3), which requires the estimation of the first L auto-

correlation coefficients of demand. We again use a revision interval

and revision history of 26 periods.

Table 4.8 summarizes the performance of the Statistical Correla-

tion-Adjusted Power Approximation in the heterogeneous-stores environ-

ment. Estimated average costs per period and estimated absolute and

percentage increases over the corresponding best costs are shown.

Total cost is 7.2% above the corresponding best value, and when com-

pared with total cost performance in the identical stores environments,

this represents a slightly better performance level. Inventory costs

and backlog costs are, on the average, 12.8% and 14.5% above best

values, respectively, while replenishment costs are 9.70 below best

A values. The greatest discrepancy between performance under full and

statistical demand information exists in the backlog cost component.

Backlog costs under full information are 1% below best values while

under statistical information they are 14.5% above best values.
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Table 4.8

Summary of the Performance of the Correlation-Adjusted Power Approximation
for a 72-Item Warehouse Inventory System with Heterogeneous Store

Parameters Under Statistical Demand Information

(26 Period Revision Interval, and a 26 Period Revision History)

COST AVERAGE COSTS INCREASE OVER

COMPONENT PER PERIOD BEST VALUES

INVENTORY 2108 (60.3) 239 [12.8]

BACKLOG 613 (17.5) 77 [14.5]

REPLENISHMENT 773 (22.1) - 83 [- 9.7]

TOTAL 3494 (100.0) 234 [ 7.2]

NOTE: Numbers in parentheses are percentages of total cost.

Numbers in brackets are percentage differences in cost

components over best values.

.4
1'

4 ..
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The percentage increases in Table 4.8 are divided into subsystems

according to values taken by the input parameters in Table 4.9 . As in

the identical stores environments of Section 2 , inventory costs are

above best values and replenishment costs are below best values for all

parameter settings. For a penalty cost of 99 , backlog costs are

slightly above best values whereas they are substantially below best

values in the identical stores environments. Notice also that percen-

tage increases of backlog costs over best values increase with lead

time. This is opposite to what was observed in the case of full infor-

mation.

The percentaqe apportionment of aqqreqate costs per period for va-

rious parameter settings is shown in Table 4.10 for best policies and

Statistical Correlation-Adjusted Power Approximation policies. The

distributions of costs are similar for both policy rules. Note, how-

ever, that backlog costs under the latter policy rule exhibit a de-

pendence on the setup cost parameter which is absent under best policy

control, This same phenomenon is present under full information and

in the identical stores environments.

The values of operating characteristics other than costs are

given in Table 4.11 , and the percentage increases over best values

are given in Table 4.12 . Trends are consistent with those noted

earlier when the system is controlled under full demand information.

,3
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5. CONCLUSIONS AND TOPICS FOR FUTURE RESEARCH

In this section we summarize the principal results of this report

and outline several topics to be investigated further.

Our main intent in this report has been to evaluate the perform-

ance of the Correlation-Adjusted Power Approximation in a warehouse

inventory system under statistical demand information. We tested the

policy rule on three multi-item inventory systems using a demand his-

tory of 26 periods to estimate the required demand parameters. The

first two multi-ite& systems studied were characterized by the number

of identical stores generating warehouse demand through their replen-

ishment orders. In the few-stores and many-stores multi-item systems,

average total costs were 7.8% and 10.9% , respectively, above the

corresponding best values. The other multi-item system considered was

designed to test the policy rule in a more realistic, heterogeneous-

stores environment. Under full and statistical demand information to-

tal costs were 1.9% and 7.2% , respectively, above the correspond-

ing best values. To summarize then we have found that, with: a li-

mited history of previously-realized demands, the policy rule performs

quite well in several diverse warehouse demand environments. The

effectiveness of the rule is underscored when we note that most of the

total cost increases are attributable to items with unit penalty costs

of 99 , a parameter setting considerably larger than those typically

found in practice.

We have noted throughout this report that one of the shortcomings

of the Correlation-Adjusted Power Ap1.Jximation is that, in general,

the policy rule holds too much inventory, especially for those items

!I.
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with a high penalty cost. One cause for excessive inventory levels is

setting the value of s too high. Recall that the approximation for

s is given by

(5.1) s = (L + l) + L' 832(2(2 ) 187(.220/z + 1.142 - 2.866z)

Notice the term 2 Ii in the expression for s . In an independent

and identically distributed demand environment, for which the expres-

sion for s was derived, this term is equivalent to the variance-to-

mean ratio of demand over one lead time a2/ L ; that is,

(5.2) u2/i11 = o2/[p(L + I)] = 2 (L + 1)/[ i(L + 1)] = 2/1

In a correlated demand environment, however, the terms OL/IL and

y2/ Ii are not equal. In fact, in a negatively-correlated demand en-

vironment, rL/IL will be less than a 2/ . Thus, if the quantity

(.220/z + 1.142 - 2.866z) is positive, we will obtain a smaller value

for s by using o2 /PL in (5.1) instead of a 2/ . In this case,

the result will be lower inventory levels. The benefits, if any, to

be derived from this substitution need to be investigated.

Finally, the robustness of the Correlation-Adjusted Power Approx-

imation, under full and statistical demand information, in other types

of correlated demand environments needs to be studied. For example,

its performance in an environment where demand follows a Markov pro-

cess could be investigated.

• i
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APPENDIX I

Single-Item Data

Few-Stores Environment

Summary of Data for 72 Items in a Few-Stores Environment

Controlled with:

Best (s,S) Policies (.SB)

Power Approximation (PA)

Statistical Power Approximation

page

Table Al Average Total Cost I.1 to 1.3

A3 Period-End Inventory 1.4 to 1.6

A4 Period-End Backlog as Proportion of Mean
Demand 1.7 to 1.9

A5 Frequency of Periods with Backlog I.10 to 1.12

A6 Replenishment Frequency 1.13 to 1.15

A7 Estimated Bias of Forecast of Total Cost 1.16 to 1.18

A9 Values for (s,S) 1.19 to 1.21

AlO Standard Deviations of (s,S) Values 1.22 to 1.24
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'AULE Al AVERAGE TCTAL CCST
WHOLESALE WAREHOUSE INvENTOPY SYSTEN
EACH STORE HAS D=S-S=9 AND A NEGATIVE BiNOMIAL DISTRIBUTION
WAREHOUSE DEPAND VAPIANCE/MEAN FATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMITIATICN OF F. W-STCPES LNVIRONMENI
(1,T) = (REVISION INTERVAI, FC. CF PE!.ICDS DEMAND tATA USED YCR rEVISION)

VALUES FOR RUIES OTIEI THAN 71lE CP1IIAL SE ABE I EXCESS OVER SB VALIUE

MEAN C (O t) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 *4 32 18.1 0.6 2.7
8 4 32 25.5 0.7 4.3
12 4 12 31.0 0.2 4.2
16 4 32 36.0 0.6 2.0
4 9 32 21.5 O.P 5.5
8 9 32 29.6 2.5 5.3

12 9 32 36.3 0.1 3.2
16 32 41.7 1.6 5.3

qq 32 27.5 12.3 17.3
8 '9 12 40.5 4.9 11.9

12 09 32 90.4 2.6 8.3
16 99 32 55.9 5.8 11.3

4 4 64 23.2 2.4 3.2
8 4 64 32.6 1.3 2.4
12 14 64 40.0 1.0 2.3
16 4 614 45.7 0.9 3.1
4 9 64 27.1 1.7 3.5
8 9 6*4 37.3 2.8 2.8

12 9 64 '4.9 0.7 2.5
16 9 64 52.4 0.5 4.2
14 '99 64 33.2 9.0 1*4.0
8 nq 64 49.2 3.1 7.7

12 00 64 60.3 0.5 6.1
16 q9 64 67.5 5.1 10.8

.1

1'
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TABLE Al AVERAGE TOTAL CCSI

WHOLESALE WAREHCUSE INVENTCRY SYSTEM

EACH STOPF HA. D=S-S=R AND A NFGITTVE BINOMIAL LISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MFAN IATIC IS 9
PEPLENISHMENT LIADTIMv = 2

STATISTICAL SIMUIATtCN CF FEW-STCRES FNVIPCNMFNI
(X,Y) = (PEVISION INTrRVAL, NC. OF PELICDS DEMAND DATA USED ECR REVISION)

VALUES FCR RULES CIIFP THAN THE CPTIMAL SE APE % EXCESS IVER SB VALUE

MEAN C (OIIT) C(FTX) SP PA (26,26)
/C(IN) /C(IN)

4 4 32 19.1 1.3 6.4

8 4 32 28.0 1.5 5.7
12 4 12 34.2 0.5 2.7
16 4 32 3n.3 -0.7 2.6

4 9 32 21.2 2.3 7.6
8 Q 32 33.3 0.0 9.8

12 9 32 '40.5 1.2 3.1
16 q 32 46.5 -0.6 5.8

4q 32 34.3 6.5 1.4
0 q 12 46.1 7.4 16.9

12 99 32 56.4 9.0 14.1
16 99 32 614.0 5.8 14.2

4 4 64 24.4 3.2 4.8
, 8 4 64 34.8 0.7 2.5

12 4 64 42.8 1.0 3.0
16 4 64 49.2 0.8 2.0
4 9 64 28.4 1.2 4.9

9 9 64 40.4 1.3 2.8

12 9 64 49.6 0.6 2.3
1 16 9 64 56.7 0.5 3.2
4 qq 614 38.6 3.0 10.1
8 99 64 54.6 2.0 12.4

12 99 04 66.1 4.5 8.2
16 qq 614 76.1 1.8 6.9

.1
3
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ThBLE Al AVFIAGI 'LCTAL CCST
WHOLESALE WAREHCUS? INVENTOPY SYSTYM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINCHIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MAN bATIO IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATICN CF F7W-STCRES !NVIRONHENI
(X,Y) = (REVISICN INTERVAL, NC. CF PEiICDS DEMAND DATA USED FCR REVISION)

VALUES FOP RULES CTiER THAN THE CPTIMAL SE ARE I EXCESS OVER SB VALUE

MEAN C(OUT) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 4 32 21.3 0.7 6.7
f 4 32 30.5 0.3 6.912 4 32 37.1 0.0 6.3

16 4 32 42.9 -0.0 6.0
4 9 32 25.2 2.5 12.9
8 9 32 36.2 1.2 10.6
12 9 32 44.3 0.4 9.1
16 9 32 51.4 -0.3 8.8

'4 q9 32 37.0 11.1 20.3
F 09 32 51.4 9.0 14.5

12 q9 32 65.2 6.3 13.1
16 99 12 73.9 4.0 16.3
4 4 64 26.0 2.4 5.7
8 4 64 36.9 2.3 6.4

V 12 4 64 45.2 1.3 3.5
16 4 64 52.7 0.3 4.3
4 9 64 30.2 1.5 10.4
8 9 64 '43.1 2.0 6.7
12 9 64 3.1 0.6 4.9
16 9 64 61.7 -0.3 3.6

4 Q9 b4 42.7 3.6 11.9
8 99 64 59.0 4.7 13.7

12 99 64 73.9 2.3 10.3
16 99 64 84.8 3.0 11.4

,t
.1
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TABIE A3 PEICL-EbD INVENTORY
WHOLFS.%LE WAPFHOUFF INVFNToPY SYETFM
EACH STORE HAS D=S-S=8 ANr A NEGATIVE BINCMIAL rISTRIBUTION
WAREHOUSE DEMAND VARIANCEi.MEAN FATIC IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATICN CF FEW-STCFE ENVIBONMENI
(XY) = (REVISICN INTERVAl, NC. CF PEEICDS DEMAND CATA USED FCR REVISION)

MEAN C(OUT) C(FIX) R PA (26,26)
/C(IN) /C(IN)

4 4 32 5.8 7.6 8.2
8 4 32 10.9 10.5 12.0

12 4 32 14.0 13.7 14.4
1 16 4 32 15.4 15.8 16.8

4 9 12 13.1 11.9 12.8
q 9 32 14.6 16.1 18.0

12 9 32 19.6 20.5 21.1
16 9 32 21.7 23.3 25.0
4 99 32 19.8 24.3 26.2
8 99 32 ?6.4 32.8 35.7

12 09 32 31.3 39.9 42.7
16 o9 32 36.4 45.5 48.1
4 4 64 10.5 8.9 9.2
8 4 64 11.1 12.2 12.8
12 4 64 17.9 15.1 15.8
16 4 611 20.2 17.5 18.6
4 9 64 12.7 13.1 14.2
8 9 64 18.2 18.5 19.4

12 9 64 22.4 22.5 23.7
16 9 6U 27.1 25.8 2 " .9
4 q9 614 19.8 26.3 27.8
8 qo 64 30.6 36.1 38.0

12 99 64 39.8 42.5 45.0
16 '9 614 41.1 48.3 52.0

.1i
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TABLE 43 PEPIOE-END INVPNTORY
WHOLESALE WAREHOUSE INVFNTCRY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
PREPL'NISHMENT LEADTIMF = 2

STAIISTICAL SIMULATICN CF FEW-STCRES ENVIFCNMENI
(X,Y) = (PEVISION INTERVAL, NC. CF PERICDS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SP Pp (26,26)
/C(IN) /C(IN)

4 41 32 8.9 9.3 9.7
8 4 32 12.8 12.8 14.2

12 4 32 15.5 16.6 16.9
16 4 32 1R.8 18.4 19.7

4 9 32 12.3 14.5 15.2
A 9 12 17.2 19.1 20.6

12 9 32 22.4 24.3 25.1
16 9 32 215.1 26.9 29.6
4 99 32 24.0 30.1 31.3
8 99 32 31.8 39.9 43.3

12 q9 32 38.0 48.6 51.4
16 q9 32 41.7 55.0 58.6
4 4 64 11.3 9.5 10.5
8 (1 641 14.8 14.0 14.7
12 4 64 1q.3 17.0 18.3
16 (4 64 21.0 20.2 21.0
4 9 64 1(.4 15.2 16.1
8 9 64 19.9 21.0 22.2

12 9 64 27.0 25.8 26.9
16 9 64 28.7 29.5 30.9
4 99 64 28.3 30.6 32.4
8 99 64 35.7 41.7 44.4

12 99 64 44.8 50.2 52.7
16 99 64 47.1 57.2 60.0

I
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TABLE A3 PERICt-FND INVINTOFY
WHOLESALE VAREMCUSE INVENTCPY SYSIEP
EACH STORE HAS D=S-S=8 AND A NEGPTIVE BINOMIAL EISTPIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
PEPLENISHMENT LEADTTME = 4

STAIISTICAL SIeIIATICN CP FEW-STCBEE ENVIRCNMENI
(I,Y) = (REVISION INTERVAL, NO. CF PEEICDS DENAFD DATA USED ECR REVISION)

MEAN C ()UT) C(FIX) SP PA (26,26)
/C(IN) /C(IN)

4 4 32 10.1 10.4 11.1
8 4 32 15.7 14.9 15.8

12 4 32 18.3 18.3 19.4
16 ' 32 20.9 21.5 22.2
4 q 32 14.3 16.0 17.1
8 9 32 20.9 21.7 23.6

12 3 32 25.5 26.8 28.3
16 9 32 29.9 30.9 32.9
4 99 32 26.8 34.5 36.0
8 99 32 34.7 45.9 49.0

12 99 32 46.7 56.0 58.7
16 99 32 51.2 63.9 66.8
4 4 64 12.7 10.6 11.4
8 4 64 16.1 15.7 16.4

12 4 64 20.6 1q.5 19.8
16 4 64 23.1 22.6 23.5
4 '1 64 17.8 16.3 17.9
8 9 64 22.5 23.1 24.5

12 9 64 27.8 29.0 29.2
16 9 64 32.9 33.1 34.5

4 Q9 64 26.8 34.6 37.0
8 99 64 37.9 47.1 49.4

12 99 64 90.2 56.9 59.7
16 99 64 57.5 64.8 67.3

4
°t
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TABLE A4 PERIOD-EVr BACKLGG AS PROPOBTICN OF MEAN DEMAND
WHOI.FSALE VAREICUSE INVENTCRY SYSTEM
WACH STOP? HAq P=S-S=8 AND A NEGATIV! BINOMIAL CISTFIDUTION
WAREHOUSE DEMAND VARIANCE/MEAN FPATIC IS 9
P!PLENISHM!NT LRADTIMF = 0

STATISTICAL SINULATICN CF FEW-STCRES ENVIRCNrENI
(XY) = (REVISION INTFPVAL, NO. OF PERIODS DEMAND DATA USED FCR REVISICN)

MEAN C (CIT) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 32 0.3953 0.3204 0.3240
8 4 .32 0.1963 0.2253 0.2001

12 4 32 C.1408 0.1551 0.1683
16 4 32 0.1274 0.1432 0.1286

4 9 32 0.0768 0.1224 0.1289
8 9 32 0.0711 0.0924 0.0711
12 9 32 0.0620 0.0539 0.0596
16 9 32 0.0442 0.0537 0.050E

qq 32 0.0051 0.0026 0.0022
8 99 32 C.0050 0.0022 0.0919

12 99 32 0.0041 0.0016 0.0017
16 99 32 0.0035 0.0015 0.0016

4 4 64 0.2762 0.4241 0.3985
8 4 64 0.1974 0.2714 0.2630

12 4 64 0.1550 0.2172 0.209f
16 4 64 0.1272 0.1703 0.1684
4 9 64 0.0950 0.1732 0.1529
8 Q 64 0.0714 0.1102 0.0894

12 9 64 0.0666 0.0812 0.0754
16 9 64 0.0555 0.0637 0.0614

4 99 64 0.0051 O.OC48 0.0046
8 99 64 C.0058 0.0024 0.0036

12 99 64 0.0040 0.0027 0.0030
16 99 64 0.0033 0.0C29 0.0031

,T
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TABLE Al PERIOD-ENL; BACKI#,G AS R'OPORIION OF MEAN DEMAND
WHOLESALE WAREHOUSE INVPNTCRY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVY BINOMIAL rISIRIBUTION
iREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
PFPLENISHMENT LEADTIME = 2

STATISTICAL SIMULATICN CF FEU-STCRES ENVIBCNMENI
(X,Y) = (PEVISION INTERVAL, NO. rF PERICDS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SP PA (26,26)
/C(IN) /C (IN)

4 4 32 0.28041 0.2996 0.3412
R 4 32 C.2036 O.2559 0.2378

12 4 32 t,%164 0.1682 0.1819
16 4 32 0.1350 0.1491 0. 1442
4 9 32 0.14142 0.187 0.1273
8 9 32 C. 0800 0.0908 0.0940

12 q 32 0.0674 0.0642 0.0656
16 9 37 0.0619 0.0568 0.0574

qq 32 0.0114 0.0028 0.0047
8 99 32 0.0048 0.0028 0.0035

12 99 32 0.0055 0.0027 0.0028
16 Q9 32 0.0014 0.0010 0. 0020
4 4 64 0.2830 0.4917 0.4452
8 4 64 0.2026 0.2891 0.2868
12 4 64 0.1824 0.2393 0.2278
16 4 64 0.1474 0.1918 0.183f
4 9 64 0.1409 0.1597 0.1564
8 9 64 0.0962 0.1172 0.1027

12 9 64 0.0731 0.0895 0.0832
16 9 64 0.0646 0.0707 0.0722

'4 99 64 0.0068 0.0037 0.3057
8 q9 64 0.0062 0.0027 0.0061

12 99 64 0.0043 0.0035 0.0033
16 99 64 0.0044 0.0020 0.0026

1-
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TABLE A4 PERIOD-ENE BACKLCG AS PROPCRTICV CF MEAN DEMAND
WHOLESALE WAREHCUSE INVENTCRY SYSTEM
EACH STOPE HAS C=S-S=8 4ND A NEGPTIVE BINOMIAL rISiRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN ATIC iS 9
BEPLENISH42VT LERDTIAE = 4

STATISTICAL SIMULATICN CF FEV-STCRES INVIBCNMENI
(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED PCH REVISION)

MEAN C(OUT) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 4 32 C. 3261 0.3361 0.3877
8 4 32 0.2451 0.2576 0.2834

12 4 32 C.IQ46 0.1946 0.2191
16 4 32 0.1630 0.1644 0.1889

4 32 0.1437 0.1313 0.1720
8 9 32 C.0918 0.1041 0.1216
12 9 32 0.0885 0.0760 0.0985
16 9 32 0.0666 0.0653 0.0831

4 Q9 32 0.0115 0.0040 0.0008
8 99 32 0.0080 0.0033 0.0026

12 99 32 0.0070 0.0032 0.0046
16 q9 32 0.0052 0.0013 0.1051

4 4 64 0.3550 0.5160 0.5101
8 4 64 0.2495 0.3283 0.3487

12 4 64 0.1950 0.2522 0.2552
16 4 64 0.1867 0.2060 0.2266
4 9 64 0.1330 0.1841 0.2098
8 9 64 0.1039 0.1299 0.1375

12 9 64 0.0833 0.0928 0.1109
16 9 64 0.0696 0.0807 0.0850
4 99 64 0.0115 0.0049 0.0075
8 99 64 0.006b 0.0040 0.0076

12 99 64 0.0053 0.0036 0.0069
16 qq 64 l.n052 0.0036 0.3063

'1?
.t - -
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TABLE A5 FREQIEtiCY CF rpFIOrS WITH BACKLOG
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=H AND A NEGATIVE BINCEIAL LISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIO IS 9
PEPLENISHMENT LEADT1IE = 0

STATISTICAL SIlMUIATICN OF FEW-STORES ENVIRONMENI
(1,Y) = (REVISION INTERVAl, NC. CF PELICDS DEMAND DATA USED FOR PEVISION)

MEAN C(OUT) C (FIX) SE PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1C64 0.1886 0. 1637
8 4 32 C. 1952 0.2111 0.1929

12 4 32 0.1989 0.2113 0.2127
16 4 32 0.1986 0.2207 0.1927

4 9 32 0.0808 0.1094 0.1037
8 9 32 C.0900 0.1154 0.L0867

12 9 32 0.0968 0.0859 0.0912
16 9 32 0.0943 0.101E 0.0921
4 32 C.0080 0.0025 0.0027
8 99 32 0.0090 0.0045 0.0038

12 99 "42 0.0096 0.0041 0.0035
16 pq 32 0.0090 o.0C37 0.0046
4 4 64 0.1647 0.2524 0.2498
8 4 64 0.1911 0.2414 0.2169

12 4 64 C. 1892 0.2332 0.2213
16 I 64 0.1886 0.2336 0.2221
4 9 64 0.0898 0.1103 0.0992
8 9 64 0.0914 0.1236 0.1033

12 9 64 0.0927 0.1125 0.1038
16 9 64 0.0951 0.1041 0.1025
4 99 64 0.0080 0.0047 0.0046
8 99 64 0.0088 0.0039 0.0063

12 99 64 0.0092 0.0065 0.0067
16 99 64 0.0094 0.0070 0.0063

.40
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TABLE A5 FREQUENCY Op PERIODS WITH BACXLCG
WHOLESALE WAREHCIJSE INVENTCRY SYSTEF
F,&CH STORE HAS ID=S-S=R AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC Is 9
PEPLFNISHMENT LEADTITM = 2

STATISTICAL SIMULATICN CF FEW-STCRES ENVIBCNMENI
(X,Y) = (REVISION INTERVAL, NO. OF PZRICDS DEMAND DATA USED ECR REVISION)

MEA4 C(OUT) C(FIX) sp PA (26,26)
IC(IN) /C(IN)

4 4 32 0.1739 0.1901 0.2079
8 4 32 0.1939 0.2199 0.2021

12 4 32 0.1884 0.1872 0.1988
16 4 32 0.1880 0.2068 0.1946

4 9 32 0.0923 0.0"65 0.0856
8 9 32 C.0937 0.0894 0.0904

12 9 32 0.0941 0.0851 0.0887
16 9 32 0.10955 0.0939 0.093 .

4 Q9 32 0.0082 0.0029 0.0040
8 99 32 0.0076 0.0031 0.0048

12 99 32 0.0094 0.0C39 0.0062
16 in 32 0.0088 0.0031 0.3050
4 4 64 0.1829 0.2801 0.2419
8 4 64 0.1825 0.2377 0.2292

12 4 64 0.1970 0.2445 0.221'
16 4 64 0.1939 0.2320 0.2161
4 9 64 0.0908 0.0964 0.0977
8 9 64 0.0933 0.1090 0.0960
12 9 64 0.0904 0.1086 0.1040
16 9 64 0.0968 0.1052 0.1004
4 99 64 0.0082 0.0037 0.0050
8 qq 64 0.0086 0.0045 0.0063

12 99 64 0.0084 0.0051 0.0069
16 99 64 0.0090 0.0041 0.0054
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TABLE A5 FREQUENCY OF PIPIODS NITH BACKLOG
WHOLESALE WAREHOUSE INVENTCRY SYSTEM
EACH STOP! qAS D=S-S=8 AND .A NEGATIVE BINCIAL rISTRIBUTION
VAREHOUSE DEMAND VARIANCE/MEAN PATIC IS 9
PEPLENISHME4T LEADTIME = 4

STATISTICAl SIMUIATICN CF FEW-ST(EES ENVIBCNMENT
(X,Y) = (REVISION INTERVAL, NO. CF PERIODS DEMAND DATA USED fCR REVISION)

MEAN C (OUT) C(FIX) SP PA (26,26)
/C(IN) /C(IN)

4 4 32 C.1972 0.1943 0.1971
8 4 12 C.1948 0.2048 0.2115

12 4 32 C.1948 0.1948 0.202r
16 4 32 0.1939 0.1982 0.2081

4 9 32 0.0894 O. 022 0.1000
8 9 32 0.0923 0.0941 0.1058

12 9 32 0.'992 0.0878 0.1077
16 9 32 0.0921 0.0896 0.1035
4 q9 32 0.0078 0.0029 0.3063
8 99 32 0.0090 0.0043 0.0050

12 99 32 0.0096 0.0041 0.0065
16 99 32 0.0096 0.0031 O. 0096
4 4 64 0.1950 0.2414 0.2367
8 4 64 0.196. 0.2310 0.2365
12 4 64 C.1o94 0.2257 0.2261
16 4 64 0.1997 0.2185 0.2240

4 9 64 0.0886 0.1129 0.1115
8 9 64 0.0970 0.1172 0.1162

12 9 64 0.0935 0.0966 0.1133
16 9 64 0.0929 0.1035 0.102!
4 99 64 0.0078 0.0031 0.0048
8 99 64 0.0092 0.0049 0.0071

12 99 64 0.0092 O.0C61 0.0110
16 99 64 0.0C88 0.0061 0.0098

Ao
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TABLE A6 REPLINISH:9N'r FREQUENCY
WHOLESALE WARFIICUSE INVENTORY SYSTEM
FACH ST0PR HAS D---S-R AND A NF ,TIVE BINOMIAL rISiRIBUTION
WAREHOUSE DEMAND VARIANCE/mEAN IATIC 'S 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMIATICN CF FEW-STCRES ENVICNMENI
(X,Y) = (REVISION INTERVAL, NC. CY PEF.IODS DEMAND DATA SED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.186 0.171 0.162
8 4 3? 0.759 0.247 0.2541

12 4 32 0.319 0.311 0.307
16 4 32 3.389 0.352 0.365
4 9 32 0.178 0.171 0.165
8 9 32 0.309 0.239 0.252

12 9 32 0.311 30.311 0.309
16 9 32 0.425 0.352 0.361

4 Q9 32 0.'l8 0.171 0.163
9 ()q 32 0.317 0.247 0.255

12 99 32 0.444 0.311 0.306
16 on 32 0.43"' 0.1'2 G.362
4 4 64 0.128 0.125 0.129
8 4 64 0.296 0.190 0.191

12 4 6U 0.230 0.233 0.237
16 4 64 0.27' 0.276 0.277
4 9 64 0.171 0.128 0.130
8 9 64 0.218 0.185 0.194
12 i 64 0.254 0.233 0.237
16 64 0.271 0.276 0.280

o 99 64 0.178 0.125 0.126
8 Q9 64 0.218 0.200 0.190
12 99 64 0.245 0.233 0.241
16 99 64 0.332 0.281 0.2e1

AI,
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TABLE A6 REPLENISHIENT FREQUENCY
WHOLESALE VAREROUSE INVENTORY SYSTEM
EACH STOP HAS r=S-S=9 AND A NEGITIVE BINOMIAL riSiRIBUTION
WAREHOUSE DEMAND VARIANCE/MRAN FATIC IS 9
PEPLENISHMENT LEADTIME = 2

STAIISTICAL S[MILkTICN CF FEW-STCRES ENVIRONMEN
(X,¥) = (PEVISION INTFRVAL, NO. OF PERIODS DEMAND DATA USED 7CR REVISION)

MEA4 C(OUT) C(FIX) SP PA (26,26)
/C(IN) /C(IN)

4 4 32 0.177 0.165 0.161
8 4 32 0.271 0.232 0.2415

12 4 32 0.339 0.305 0.297
16 4 32 0.371 0.346 0.357
4 9 32 0.178 0.166 0.163
8 9 32 0.322 0.239 0.244

12 9 32 0.339 0.305 0.300
16 9 32 0.371 0.345 0.352
4 99 32 0.181 0.166 0.159
8 99 32 0.326 0.232 0.244

12 99 32 0.372 0.305 0.302
16 99 32 0.468 0.3145 0.352
4 4 64 0.139 0.121 0.124
8 4 64 0.212 0.185 o.ie5
12 4 64 n.230 0.230 0.232
16 4 64 0.292 0.267 0.271
4 9 64 0.139 0.121 0.126
8 9 64 0.212 0.180 0.187
12 9 64 0.230 0.226 0.232
16 9 64 0.292 0.271 0.268
4 99 64 0.119 0.121 0.123
8 99 64 0.218 0.185 0.188

12 99 64 0.254 0.230 0.232
16 qq 64 0.345 0.267 0.271

A
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TABLE 46 REPLENISHMENT FREQUENCY
WHOIESALE WAREHOtSE INVENTORY SYSTE1
,ACH STORE HAS D=S-S=R AND A NEGATIVE BINOMIAL DISTSIBUTION

WAREHOUSE DEMAND VARIANCE/MEAN FITIC IS 9
P!PLENISHME'JT L!ADTIME = 4

STAIISTICAL SIMULATI.N CF FEW-ST(RES ENVISCNMEN
(X,Y) = (REVISION INTERVAL, NC. CF PEr.ICDS DERMAD DATA USED iCR REVISION)

MEAN C (OTIT) C(FIX) SE! FA (26,26)
/C(IN) /C(IN)

4 Li 32 0.177 0.165 0.15.
8 4 32 0.218 0.232 0.243

12 4 32 0.296 0.296 0.296
16 4 32 0.361 0.340 0.350
4 q 32 0.178 0.159 0.160
p 9 32 0.270 0.232 0.239

12 9 32 0.789 0.295 0.295
16' 9 32 0.371 0.340 0.344
4 q9 32 0.178 0.159 0. 1 58
8 99 32 0.322 0.232 0.241

12 q9 32 0.319 0.295 0.297
16 99 32 0.451 0.340 0.342
4 4 64 0.119 0.121 0.123
8 4 6" 0.200 0.180 O.183

12 4 64 0.240 0. 222 0.230
16 4 64 0.276 0.267 0.265
4 Q E4 0.119 0.121 0.124
8 q 64 0.?06 0.180 0.182

, 12 9 64 0.254 0.226 0.226
16 9 64 0.292 0.263 0.268
4 Qq 64 0.178 0.121 0.121
8 99 64 0.247 0.180 0.183

12 99 64 0.272 0.226 0.225
16 q9 64 0.298 0.263 0.267

EEL
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TABLE Al0 STANDARD DFVIATiONS CF (S,S) VALUES
WHOLESALE UAPEHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEATIVE BINCRIAL DISTRIBUTION
WARPH!OUSE DEMAND VARIANCE/MFAN FATIC IS 9
REPLENISHME.T LFADTIME = 0

STATISTICAL SIMULATION OF FEW-STCRES ENVIRONMENI

(X,Y) = (REVISION INTERVAL, NC. CF PERICDS DEMAbD DATA OSED FCR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C(IN) /C(IN)

4 4 32 1.93 0.55
8 14 32 2.19 0.86

12 4 32 2.60 1.19
16 4 32 2.83 1.44
4 9 32 2.36 1.00
8 " 32 2.76 1.49

12 9 32 3.11 1.86
16 9 32 3.85 2.48

4 99 32 3.6P 2.47
8 99 32 5.01 4.08

12 9q 32 6.61 5.57
16 99 32 7.00 5.93

4 4 64 2.07 0.23
A 4 64 2.39 0.68

12 4 64 2.80 0.95
16 4 64 2.86 1.09
14 9 64 2.82 0.81
8 9 64 3.09 1.25

12 9 64 3.70 1.65
16 9 64 4.00 1.97
4 99 64 4.05 2.19
A 99 64 5.3q 3.81

12 9q 64 6.13 4.63
16 64 7.74 5.98

A

I
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TABLE A1O STANDARD DEVIATIONS OF (SS) VALUES
WHOLESALE WARFHCUSE INVENTCRY SYSTEM
EACH STOPE HAS D=S-S=8 AND A ?JFGPTIVE BINOMIAL rISTPIBTION
WAREHOUSE DEMAND VIRIANCE/MEAN FATIC iS 9
P!PLENISHMENT LEADTITM = 2

STATISTICAL SIMULATLCN CF FEW-STCPFS ENVISCNMENT
(X,Y) = (RFVISION INTERVAL, NO. CP PEIUIODS DEMAND DATA USED EC2 REVISION)

BIG S LITTLE S

MEAN C(CUT) C(FIX) (26,26) (26,26)
/C(IN) /C(IN)

4 4 32 3.64 2.18
8 4 32 4.74 3.28

12 4 32 5.18 3.79
16 L4 32 5.56 u4.15

4 9 32 4.25 2.85
8 9 32 5.32 3.94

12 9 32 6.08 (4.62
16 9 32 6.76 5.32

4 99 32 6.79 5.50
R qq 32 8.91 7.57

12 q9 ?2 10.30 8.93
16 99 32 11.00 9.66

4 4 614 3.92 1.84
q 4 64 4.36 2.53

12 4 64 5.12 3.19
16 4 64 5.77 3.90
4 ( 64 4.64 2.51
8 9 64 5.74 3.64

12 9 64 6.51 4.37
16 Q C 6.57 4.61

(4 99 64 6.13 4.40
A q9 6u e.42 6.F3

12 99 64 9.97 8.11
16 99 64 10.02 8.17

4

,
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TABLE AIO SIKNOARD DEVIATIONS CF (S,S) VALUES
WHOLESALE WAREHCUSE INVENIORY SYSTFM
EACH STORE HAS r=S-S=8 AND A N .GAIVE BINOMIAL rISTRIBUTION
WAREHOUSe DEMAND VARIANCE/MEAN FATIC IS 9
P'.PLENISHMENT LEADTIMF = 4

STATrSTICAL SIMUIATICN CF FEN-STCR!S ENVIBCNMEN'I
(1,Y) = (REVISION INTERVAL, NC. CF PEEICDS DEMAND DATA USED 7CR BEVISIOU)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C(IN) /C(IN)

'4 4 32 5.07 3.59
8 4 32 6.96 5.41

12 4 32 8.17 6.59
16 '4 32 9.45 7.92
4 q 12 6.12 4.57
8 9 32 7.81 6.28

12 q 32 9.29 7.71
16 9 32 10.66 9.03
4 99 32 9.96 8.46
8 91 32 12.00 10.54

12 9q 1? 15.41 13.81
16 99 32 17.05 15.34
4 4 64 5.23 3.20
8 4 64 7.32 5.09

12 4 64 7.81 5.77
16 4 64 9.37 7.26

4 q 64 6.90 4.55
A 9 64 8.44 6.09

12 9 6F1 9.12 6.95
16 9 64 10.08 7.98
4 99 64 9.73 7.61
A 99 64 11.94 9.88

12 99 64 13.93 11.72
16 99 64 15.36 13.15

)
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APPENDIX II

Single-Item Data

Many-Stores Environment

Summary of Data for 72 Items in a Many-Stores Environment

Controlled with:

Best (s,S) Policies (SB)

Power Approximation (PA)

Statistical Power Approximation

page

Table Al Average Total Cost II.1 to 11.3

A3 Period-End Inventory 11.4 to 11.6

A4 Period-End Backlog as Proportion of Mean
Demand 11.7 to 11.9

A5 Frequency of Periods with Backlog II.10 to 11.12

A6 Replenishment Frequency 11.13 to 11.15

A7 Estimated Bias of Forecast of Total Cost 11.16 to 11.18

A9 Values for (s,S) 11.19 to 11.21

AID Standard Deviations of (s,S) Values 11.22 to 11.24
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TABLE Al AVIPAG! TOTAL COST
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINCHIAL CISTRIBOTION
WAREHOUSE DEMANC VARIANCE/MEAN RATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF MANY-STORES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NC. OP PERIODS DEMAND DATA USED FOR REVISION)

VALUES FOR RULES OTHER THAN THE OPTIMAL SE ARE I EXCESS OVER SB VALUE

MEAN C(OOT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 i 32 18.4 1.3 1.9
8 4 32 25.7 0.2 4.3

12 4 32 31.1 0.4 0.6
16 4 32 35.P -0.0 3.3
4 9 32 21.2 1.6 7.2
8 9 32 29.8 0.2 5.8
12 9 32 36.9 0.8 4.3
16 9 32 42.2 0.4 3.4
4 99 32 30.9 5.9 13.0
8 qq 32 42.0 2.7 7.5

12 99 32 51.9 1.7 10.8
16 99 32 59.5 3.7 6.9
4 4 64 22.5 1.6 4.4
8 4 64 32.7 0.6 2.9

12 4 64 3q.6 2.1 2.2
16 4 .64 45.6 0.2 3.5

4 9 64 27.2 1.0 4.4
8 9 64 37.6 1.6 3.9
12 9 64 45.7 1.0 3.4
16 9 64 52.3 0.0 3.7
4 99 64 36.9 -0.6 9.4
8 99 64 49.9 5.4 8.2

12 99 64 61.5 0.6 4.6
16 99 64 70.2 0.6 4.5

K? , ,,,
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TABLE Al AVERAGE TOTAL COST

WHOLESKLE WABEHCnSE INVENTORY SYSTEM
'ACH STORE HAS D=S-S=g AND A NEGATIVE BINOMIAL rISTPIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
REPLENISHMENT LFADTIME = 2

STATISTICAL SIMULATICN CF MANY-STCRES ENVIRONMENT

(X,Y) = (PEVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

VALUES POP PRIlES CTHFP THAN THE OPTIMAL SE APE I EXCESS OVER SB VALUE

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 22.0 0.1 5.4
8 4 32 30.0 0.2 11.8

12 4 32 36.8 0.9 8.1
16 4 32 41.9 0.7 7.8
4 9 32 25.6 4.2 10.3
8 9 32 36.4 -1.5 8.1
12 9 32 43.5 1.2 8.2
16 9 32 50.5 0.1 8.0
4 99 32 36.0 11.7 20.7
8 99 32 49.3 11.1 21.5
12 Q9 32 61.1 7.1 17.1
16 99 32 70.3 9.6 19.1
4 4 64 26.1 0.4 6.4
8 4 64 37.5 0.6 4.1
12 4 64 44.7 0.9 5.6
16 4 64 51.5 0.2 6.2
4 9 64 30.6 0.5 8.5

N1 8 9 64 43.5 -1.2 5.7
12 9 64 52.2 0.8 7.3
16 9 64 59.6 0.8 7.4
4 99 64 40.7 9.5 17.0
8 99 64 57.3 5.7 15.0

12 99 64 69.6 6.7 13.1
16 99 64 79.4 6.0 12.1

k4
*
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TABLE Al AVERAGE TOTAL COST
WHOL'SALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=A AND A NEGATIVE BINCMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATION OF MANY-STORES ENVIRONMENT
(I,Y) = (REVISION INTERVAL, NC. CF PEBICDS DEMAND EATA USED FOR REVISION)

VALUES FOR RULES OTHER THAN THE CPTIRAL SE ARE I EXCESS OVER s VALUE

MEAN C (OUT) C (FIX) SB PA (26, 26)
/C(IN) /C(IN)

4 4 32 22.7 2.1 8.1
8 4 32 31.9 0.3 9.9
12 4 32 39.2 0.3 8.6
16 4 32 45.2 0.4 8.0
4 9 32 26.7 3.0 12.2
8 9 32 37.5 0.8 13.1

12 9 32 46.5 -0.0 10.7
16 9 32 54.1 0.0 13.3
4 99 32 35.5 20.0 38.1
8 99 32 51.2 16.1 30.8

12 99 32 63.7 9.6 27.8
16 99 32 75.2 9.2 22.3
4 4 64 27.0 1.2 7.2
8 4 64 38.5 0.2 7.8

12 4 64 47.2 1.5 4.7
16 4 64 54.4 1.3 7.2
4 9 64 31.6 2.0 9.2
8 9 64 45.2 -0.6 7.7

12 9 64 54.9 1.5 11.3
16 9 64 63.1 1.2 7.5
4 99 64 41.8 13.2 27.3
8 99 64 59.1 9.0 18.7

12 99 64 72.6 6.1 17.4
, 16 99 64 82.1 6.9 18.8

* 4
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TABLE A3 PERIOD-END INVENTCBY
WHOLESALE WAREHOUSE INVENTCRY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIC IS 9
PEPLENISHMENT LADTIME = 0

STATISTICAL SINIUATICN CF MANY-STCRES ENVIBONMENT
(XY) = (REVISION INTEPVAL, NO. OF PEPIODS DEMAND DATA USED FCR REVISION)

MEAN C(OUI) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 4 32 5.5 8.7 8.7
8 4 32 9.4 10.5 11.3

12 4 32 12.5 13.4 14.2
16 4 32 15.1 15.2 16.7
4 9 32 11.1 13.0 13.4
8 9 32 15.4 16.3 17.3

12 9 32 19.5 20.1 21.7
16 9 32 19.8 22.7 24.8
4 99 32 21.8 25.7 27.4
8 99 32 27.1 32.7 34.9

12 99 32 34.6 39.3 43.9
16 49 32 33.3 44.8 47.9
4 4 64 8.8 9.2 8.6
8 4 64 12.2 11.9 12.7

12 4 64 15.2 14.8 15.9
16 4 64 19.3 17.7 18.3

4 9 64 11.1 13.5 14.0
8 9 64 15.4 18.5 19.3
12 9 64 22. 3 22.2 24.2
16 9 64 26.3 26.1 26.6
4 99 64 21.7 26.9 27.6
8 99 64 30.6 35.4 37.8
12 99 64 40.8 42.2 45.3
16 99 64 45.5 48.5 51.0

A
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TABLE A3 PERIOD-END INVENTORY
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STOPE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
PEPL NISHMENT LEADTIME = 2

STATISTICAL SIMULATION CF MANY-STCRES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NO. OF PEhIODS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 11.9 10.6 12.2
8 4 32 15.4 14.6 16.2

12 4 32 17.8 17.5 20.1
16 4 32 20.7 21.1 22.5
4 q 32 14.6 15.7 18.4
8 9 32 19.8 22.3 23.3

12 9 32 24.6 25.8 28.8
16 9 32 27.1 30.6 32.1
4 99 32 26.1 34.2 36.8
8 99 32 33.2 46.7 48.6

12 99 32 43.8 54.4 59.1
16 99 32 50.0 62.6 66.1
4 4 64 11.7 11.6 11.9
8 4 64 15.6 15.7 16.3

12 4 64 20.3 18.6 20.8
16 4 64 23.2 22.3 23.7
4 9 64 17.7 17.5 18.0
8 9 64 23.3 23.5 24.9

12 9 64 28.0 28.3 30.4
16 9 64 31.7 32.7 34.4
4 99 64 28.7 36.0 37.0
8 q9 64 37.8 47.7 50.8

12 99 64 50.5 56.5 60.2
16 99 64 53.2 64.3 68.1

1
iF
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TABLE A3 PERIOD-END INVENTORY
WHOLESALE WAREHOUSE INVENTORY SYSTEF
EACH STOPE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATICN CP MANY-STCRES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NC. OF PERIODS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C (I N) /C(IN)

4 4 32 12.4 11.7 13.5
8 4 32 16.7 16.7 17.6

12 4 32 20.0 19.6 22.0
16 4 32 23.1 23.5 24.9
4 9 32 16.3 17.7 20.2
8 q 32 22.6 24.4 25.7

12 9 32 27.6 28.5 32.4
16 9 32 30.3 33.8 36.6
4 99 32 26.1 37.0 42.3
8 99 32 39.0 51.7 54.6

12 99 32 44.9 60.0 68.0
16 99 32 52.6 69.7 75.5
4 4 64 12.7 12.6 13.0
8 4 64 18.1 16.7 17.8
12 4 64 23.2 20.7 22.0
16 4 64 24.7 24.2 26.4
4 q 64 18.8 18.9 19.5
8 9 64 22.6 25.1 26.7

12 9 64 31.7 30.6 32.8
16 9 64 34.9 35.0 37.0
4 99 64 26.1 39.0 42.2
8 99 64 39.0 51.8 53.3

12 q9 64 52.1 61.4 64.8
16 9 64 58.8 70.0 74.3

A
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TABLE A4 PERIOD-END BACKLOG AS PROPCBTICN OF MEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S-8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF MANY-SlOPES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NC. CF PERIODS DEMAND LATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.4213 0.2435 0.2836

8 4 32 0.1682 0.2319 0.2477
12 4 32 0.1594 0.1659 0.1475
16 4 32 0.1167 0.1488 0.1364
4 9 32 0.1124 0.0710 0.1062
A 9 32 0.0932 0.0815 0.0923

12 9 32 0.0586 0.0666 0.0621
16 9 32 0.0598 0.0596 0.0499
4 99 32 0.0075 0.0025 0.0053
8 99 32 0.0050 0.0034 0.0033

12 99 32 0.0047 0.0030 0.0030
16 99 32 0.0048 0.0037 0.0025
4 4 64 0.3053 0.3382 G.4348
8 4 64 0.2031 0.2E37 0.2761
12 4 64 0.1507 0.2266 0.1904
16 4 64 0.1300 0.1564 0.1804
4 9 64 0.1124 0.1589 0.1793
8 9 64 0.0932 0.1098 0.1060

12 9 64 0.0581 0.0862 0.0698
16 9 64 0.0947 0.0571 0.0688
4 q9 64 0.0081 0.0041 0.0121
8 99 64 0.0049 0.0062 0.0051

12 99 64 0.0052 0.0042 0.0029
16 99 64 0.0041 0.0025 0.0029

ka

*
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TABLE A4 PERIOD-END BACKLOG AS PROPORTION OF MEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STOR? HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
REPLENISHMENT LFADTIME = 2

STATISTICAL SIMULATICN CF MANY-STCRES ENVIRONMENT
(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED ECR REVISICN)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.2550 0.3800 0.3542
8 4 32 0.2128 0.2395 0.3101

12 4 32 0.1677 0.2203 0.2038
16 4 32 0.1555 0.1575 0.1843
4 9 32 0.1325 0.1729 0.1233
8 9 32 0.0791 0.0901 0.1204

12 9 32 0.0734 0.0852 0.0775
16 Q 32 0.0670 0.0628 0.0809

4 99 32 0.0093 0.0017 0.0031
8 99 12 0.0065 0.0004 0.0049

12 99 32 0.0054 0.0015 0.0023
16 99 32 0.0041 0.0022 0.0043
4 4 64 0.3834 0.4054 0.5140
8 4 64 0.2474 0.3291 0.3546

12 4 64 0.2056 0.2561 0.2458
16 4 64 0.1596 0.1891 0.2212

4 9 64 0.1258 0.1391 0.2059
8 9 64 0.0864 0.1067 0.1339

12 9 64 0.0901 0.0939 0.1023
16 9 64 0.0680 0.0747 0.0882

4 qq 64 0.0082 0.0012 0.0077
8 99 64 0.0050 0.0014 0.0048
12 q9 64 0.0045 0.0029 0.0032
16 99 64 0.0049 0.0017 0.0026

4.

I
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TABLE A4 PERIOD-END BACKLOG AS PROPORTION OF MEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STOPE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN BATIC IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATION CF MANY-STORES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED ECR REVISION)

MEAN C(OUT) C(PIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.3441 0.3855 0.3560
8 4 32 0.2307 0.2350 0.3156

12 4 32 0.2150 0.2208 0.2275
16 4 32 0.1699 0.1702 0.2056

4 9 32 0.1198 0.1221 0.1207
8 9 32 0.0984 0.0782 0.1304

12 9 32 0.0742 0.0854 0.0884
16 9 32 0.0700 0.0655 0.0972

4 99 32 0.0080 0.0021 0.0039
8 99 32 0.0054 0.0 0.0063

12 99 32 0.0060 0.0007 0.0034
16 99 32 0.0055 0.0009 0.0037

4 4 64 0.3729 0.4059 0.5178
8 4 64 0.2447 0.3241 0.3907
12 4 64 0.2138 0.2735 0.2697
16 4 64 0.1823 0.2238 0.2413
'4 9 64 0.1253 0.1494 0.2005
R 9 64 0.0984 0.1166 0.1491

12 9 64 0.0874 0.1018 0.1292
16 9 64 0.0704 0.0853 0.0988

4 q9 64 0.0080 0.0002 0.0090
8 99 64 0.0054 0.0010 0.0071

12 99 64 0.0050 0.0012 0.0050
y16 99 64 0.0033 0.0010 0.0041

64. F.
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TABLE A5 FREQUENCY CF PERIODS WITH BACKLOG
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EkCH STOPE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN BATIC IS 9
PEPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATICN CF MANY-STCRES EIVIRCHMEbT
(1,Y) = (REVISION INTERVAL, NO. OF PEPIODS DEMAND DATA USED FOR REVISION)

MEAN C(CUT) C(FIX) SE PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1909 0.1876 0.1698
8 4 32 0.1682 0.2394 0.2085

12 4 32 0.1870 0.1984 0.1811
16 4 32 0.1950 0.1S97 0.1944
4 9 32 0.0990 0.0481 0.0790
8 9 32 0.0937 0.0804 0.1013

12 9 32 0.0945 0.0857 0.0894
16 q 32 0.0947 0.0992 0.0900
4 99 32 0.0090 0.0020 0.0046
8 99 32 0.0092 0.0053 0.0056

12 Q9 32 0.0088 0.0053 0.0046
16 99 32 0.0088 0.0055 0.005P
4 4 64 0.1377 0.1692 0.2669
8 4 64 C.1884 0.2160 0.2360

12 4 64 0.1986 0.2302 0.2206
16 4 64 0.1827 0.2218 0.2315
4 9 64 0.0990 0.1268 0.1075
8 9 64 0.0937 0. 1084 0.1154

12 9 64 0.0937 0.1084 0.0929
16 9 64 0.0964 0.0980 0. 1075
4 99 64 0.0090 0.0043 0.0094
8 99 64 0.0086 0.0100 0.0060

12 q9 64 0.0090 0.0078 0.0060
16 99 64 0.0094 0.0068 0.0062

A.

4.
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TABLE A5 FREQUENCY CF PERIODS WITH BACKLOG
WHOLESALE WAREHCUSE INVENTORY SYSTEM
?ACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
REPLENISHMENT LEADTIMP = 2

STITISTICAL SIMULATION CF MANY-STCRES ENVIHCNMENT
(XY) = (PEVISION INTERVAL, NC. OF PERIODS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1802 0.2306 0.1787
8 4 32 0.1988 0.2138 0.2133

12 4 32 0.1796 0.2132 0.1929
16 4 32 0.1972 0.1921 0.2015

4 9 32 0.0843 0.1090 0.0794
8 9 32 0.0974 0.0865 0.1054

12 9 32 0.0959 0.1009 0.0890
16 9 32 0.0931 0.0849 0.0992

4 99 32 0.0074 0.0018 0.0035
8 99 32 0.0096 0.0010 0.0062

12 99 32 0.0098 0.0027 0.0033
16 99 32 0.0092 0.0031 0.0073
4 4 64 0.1778 0.1856 0.2333
8 4 64 0.1952 0.2279 0.2386

12 4 64 0.1921 0.2318 0.2063
16 4 64 0.1972 0.2132 0.2185
4 9 64 0.0931 0.0S47 0.1094
8 9 64 0.0886 0.0986 0.1167

12 9 64 0.0998 0.1023 0.1050
16 9 64 O.0Q88 0.1041 0.1044

4 99 64 0.0082 0.0020 0.0052
8 99 64 0.0080 0.0023 0.0063

12 99 64 0.0092 0.0C51 0.0062
16 99 64 0.0094 0.0033 0.0046

4
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TABLE AS FREQUENCY CF PERIODS WITH BACKLOG
WHOLESALE WAREHCUSE INVENTCRY SYSTEM
EACH STORE HAS D=S-S=8 ANC A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMUtATICN CF MANY-STCRES ENVIBCNMENT
(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1911 0.2320 0.1852
8 4 32 0.1941 0.1S54 0.2110

12 4 32 C.1988 0.2054 0.1960
16 4 32 0.1929 0.1907 0.2079
4 9 32 0.0816 0.0747 0.0783
8 9 32 0.0947 0.0769 0.1067

12 9 32 0.0964 0.0982 0.0950
16 9 32 0.0964 0.0890 0.1035
4 99 32 0.0098 0.0016 0.0038
8 99 32 0.0088 0.0 0.0062

12 99 32 0.0094 0.0008 0,0050
16 99 32 0.0094 0.0018 ).0067
4 4 64 0.1817 0.1919 0.2308
8 4 64 0.1911 0.2273 0.2444
12 4 64 0.1997 0.2398 0.2246
16 4 64 0.1991 0.2277 0.2185
4 9 64 0.0951 0.1013 0.1035
8 9 64 0.0947 0.1033 0.1096

12 9 64 0.0957 0.1078 0.1173
16 9 64 0.0992 0.1125 0.1085
4 99 64 0.0098 0.0008 0.0067
8 99 64 0.0088 0.0018 0.0073

12 99 64 0.0082 0.0033 0.0063
16 99 64 0.0086 0.0025 0.0067
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE VAPEHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF MANY-STOPES ENVIRONMENT
(X,Y) = (REVISION INTERVAL, NC. CF PERICDS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB FA (26,26)
/C(IN) /C(IN)

4 4 32 0.191 0.188 0.171
8 4 32 0.340 0.244 0.236

12 4 32 0.342 0.310 0.314
16 4 32 0.414 0.347 0.361
4 9 32 0.188 0.188 0.172
8 9 32 0.243 0.243 0.240

12 9 32 0.346 0. 308 0.313
16 9 32 0.429 0.346 0.364
4 99 32 0.190 0.188 0.171
8 99 32 0.340 0.243 0.239

12 99 32 0.365 0.308 0.311
16 99 32 0.581 0.346 3.365
4 4 64 0.138 0.128 0.123
A 4 64 0.218 0.185 0.189
12 4 64 0.268 0.230 0.241
16 4 64 0.281 0.281 0.272
4 9 64 0.188 0.128 0.124
8 9 64 0.243 0.184 0.189

12 9 64 0.269 0.230 0.243
16 9 64 0.283 0.281 0.277
4 q9 64 0.188 0.128 0.125
8 99 64 0.242 0.192 0. 190

12 99 64 0.226 0.230 0.243
16 99 64 0.283 0.283 0.277

it
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE WAREHCUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S:8 AND A NEGATIVE BINOMIAL rISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
PEPLENISHMENT LFArTIME = 2

STATISTICAL SIMULATICN CF MANY-STCRES EDVIBONMENT
(X,Y) = (PEVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(rN) /C(IN)

4 4 32 0.189 0.166 0.166
8 4 32 0.243 0.243 0.231
12 4 32 0.342 0.283 0.307
16 4 32 0.351 0.342 0.339

4 q 32 0.195 0.149 0.169
8 9 32 0.340 0.242 0.229

12 9 32 0.343 0.282 0.309
16 9 32 0.429 0.341 0.337

4 99 32 0.195 0.167 0.169
8 99 32 0.340 0.242 0.230

12 99 32 0.343 0.292 0.306
16 99 32 0.428 0.341 0.340

4 4 64 0.129 0.128 0.120
8 4 64 0.218 0.180 0.178

12 4 64 0.226 0.222 0.229
16 4 64 0.283 0.269 0.263

4 9 64 0.130 0.128 0.120
8 9 64 0.218 0.184 0.179

12 9 64 0.226 0.220 0.227
16 9 64 0.283 0.260 0.263

4 99 64 0.138 0.128 0.118
8 99 64 0.243 0.184 0.177

12 99 64 0.214 0.222 0.231
T6 q9 64 0.289 0.269 0.263

)
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE WAREHOUSE INVENTORY SYSTEM
FACH STOPE HAS D-S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
REPLENISHMENT LEtDTIME = 4

STATISTICAL SIBULATICS CF MANY-STCRES ENVIRONMENT
(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

11 4 32 0.149 0.166 0.166
8 4 32 0.244 0.243 0.228

12 4 32 0.276 0.283 0.301
16 4 32 0.351 0. 342 0.334
4 9 32 0.188 0.167 0.167
8 9 32 0.243 0.242 0.226

12 9 32 0.340 0.275 0.299
16 9 32 0.429 0.341 0.335
4 99 32 0.195 0.149 0.165
8 99 32 0.246 0.242 0.230

12 99 32 0.365 0.282 0.295
16 99 32 0.436 0.341 0.329
4 4 64 0.129 0.128 0.120
8 4 64 0.197 0.180 0.176

12 4 64 0.214 0.220 0.226
16 4 64 0.283 0.260 0.256
4 9 64 0.130 0.124 0.122
8 9 64 0.243 0.180 0.177
12 9 64 0.214 0.220 0.224
16 9 64 0.283 0.260 0.259
4 99 64 0.195 0.128 0.117
8 99 64 0.246 0.184 0.174

* 12 q9 64 0.226 0.220 0.225
16 Q9 64 0.283 0.253 0.261

.4
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TABLE A10 STANDARD DEVIATIONS CF (SS) VALUES
VHOLESALS WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINCNIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTTCAL SIMULATION OF MANY-STORES ENVIRONMENT

(1,Y) = (REVISION INTERVAL, NC. CF PERIODS DEMAND DATA USED FOR REVISION)

BIG S lITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C(IN) /C (I N)

4 4 32 1.60 0.48
8 4 32 1.77 0.72

12 4 32 l.q4 0.92
16 4 32 2.68 1.38
4A 9 32 2.39 1.14
8 9 32 2.95 1.76

12 9 32 3.30 2.09
16 9 32 3.66 2.42

4 99 32 4.32 3.30
8 99 32 5.142 4.51

12 99 32 6.76 5.82
16 99 32 6.92 6.09
4 4 64 1.76 0.23
8 4 64 2.19 0.61

12 4 64 2.34 0.82
16 4 64 2.66 1.01
4 9 64 2.41 0.84
, 9 64 2.91 1.26
12 9 64 3.05 1.45
16 Q 64 3.59 1.77
4 99 6*4 4.12 2.74
8 99 64 5.40 4.01

12 99 64 6.15 4.74
16 99 6*4 6.66 5.34

I,
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TABLE A10 STANDARD DEVIATIONS OF (S,S) VALUES
WHOLESALE WAREHOUSE INVENTCRY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTPIBUTION
WAREHOUSE DEMAND VARIANCE/HEAD BATIC IS 9
PEPLENISHMENT LEADTIE = 2

STATISTICAL SINUIATICN CF MANY-STGRES ENVIRONMENT

(1,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FCR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIIX 126,26) (26,26)
/C(IN) /C (IN)

4 4 32 3.29 2.04
9 4 32 4.70 3.28

12 4 32 5.15 3.82
16 4 32 5.63 4.29
4 9 32 4.15 2.95
8 9 32 5.45 4.19

12 9 32 6.44 5.06
16 9 32 6.27 5.03

4 99 32 7.00 6.12
8 99 32 10.48 9.36
12 99 32 11.21 10.02
16 99 32 14.32 13.06
4 4 64 3.145 1.66
8 4 64 4.48 2.60

12 4 64 5.29 3.34
'16 4 64 6.27 4.16
4 9 64 1.25 2.55
8 9 64 5.32 3.49

12 9 64 6.41 4.142
16 9 64 6.82 4.91
4 99 64 7.09 5.67
8 99 64 10.03 8.36

12 99 64 10.88 9.34
16 99 64 11.83 10.26

At
1
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TABLE AO STANDARD DEVIATIONS OF (S,S) VALUES
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS D=S-S=8 AND A NEGATIVE BINOMIAL DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
PEPLnNISHMENT LEArTIME = 4
STATISTICAL SIMULATION OF MANY-STORES ENVIRONMENT

(X,Y) = (REVISION INTERVAL, NC. CP PEBICDS DEMAND CAIA USED FOR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C(IN) /C(IN)

4 4 32 4.88 3.53
8 4 32 6.40 4.98

12 4 32 7.94 6.39
16 4 32 8.05 6.63

4 9 32 5.36 4.17
8 9 32 6.99 5.76

12 9 32 8.51 7.13
16 9 32 10.50 8.92

4 99 32 9.88 8.73
8 99 32 13.57 12.43

12 99 32 17.26 15.90
16 99 32 17.31 16.04

4 4 64 4.85 2.99
8 4 64 6.59 4.54

12 4 64 7.53 5.55
16 4 64 7.97 6.05

4 9 64 5.57 3.80
8 9 64 6.78 5.02

12 9 64 8.96 6.92
16 9 64 9.33 7.31
4 99 64 10.14 8.50
8 99 64 12.99 11.20

12 99 64 13.10 11.33
16 99 64 18.71 16.48

.1



APPENDIX III

Single-Item Data

Heterogeneous-Stores Environment

Summary of Data for 72 Items in a Heterogeneous-Stores Environment

Controlled with:

Best (s,S) Policies (SB)

Power Approximation (PA)

Statistical Power Approximation

Dage

Table Al Average Total Cost III.1 to 111.3

A3 Period-End Inventory 111.4 to 111.6

A4 Period-End Backlog as Proportion of
Mean Demand 111.7 to 111.9

A5 Frequency of Periods with Backlog III.10 to 111.12

A6 Replenishment Frequency 111.13 to 111.15

A7 Estimated Dias of Forecost of Total
Cost 111.16 to 111.18

A9 Values for (s,S) 111.19 to 111.21

AlO Standard Deviations of (s,S) Values 111.22 to 111.24
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TABLE Al AVERAGE TOTAL COST
WHOLESALE VAREdOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
REPLENISHMENT LEACTIME = 0

STATISTICAL SIMUIATICN CF HETEROGENEOUS-STORES ENVIRONMENT
(K,T) = (REVISION INT'RVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

VALUES FOR RULES OTHER THAN THE CPTIMAL SF ABE % EXCESS OVER SB VALUE

MEAN C(OUT) C(FIX) SB Pi (26,26)
/C(IN) /C(IN)

4 4 32 17.9 1.1 3.9
8 4 32 25.5 1.5 3.6
12 4 32 30.9 0.1 2.4
16 4 32 36.1 0.6 1.2
4 9 32 22.0 0.9 4.1
8 9 32 30.7 0.0 3.9

12 9 32 36.2 1.6 3.5
16 9 32 41.9 1.1 4.9
4 99 32 33.5 -1.0 6.9
8 99 32 40.6 3.7 6.8
12 99 32 52.3 1.2 7.4
16 99 32 60.1 1.9 6.2
4 4 64 22.9 1.4 3.9
8 4 64 32.8 1.0 1.6

12 4 64 39.9 1.4 1.6
16 4 6U 46.5 0.9 1.2
4 9 64 27.1 0.6 2.2
8 9 64 38.5 0.3 1.1

12 9 64 45.5 0.6 4.2
16 9 64 53.0 1.4 2.8
4 99 64 38.5 3.3 1.8
8 99 64 47.4 4.2 9.1
12 99 64 62.0 2.2 6.0
16 99 64 71.2 1.7 5.7

1'
"ip



111.2

TABLE Al AVERAGE TOTAL COST

WHOLESALE VAREHOUSE INVENTORY SYSTEP

EACH STORE HAS A NEGATIVE DINOmIAL DEMAND DISTRIBUTION

VAHEHOUSE DEMAND VARIANCE/MEAN SATIC IS 9

REPLENISHMENT LEADTIME 
= 2

STATISTICAL SIMULATICN CF HETERCGENECUS-STORES ENVIRONMENT

(X,T) = (REVISION INTERVAL, NO. 0 PESIODS DEMAND DATA USED FOR REVISION)

VALUES FOR RUtES OTHER THAN THE CPTIMAL SE ARE % EXCESS OVER S8 VALUE

MEAN C(OUT) C(FIX) SD PA (26,26)

/C(IN) /C(IN)

4 4 32 21.3 0.2 3.9

8 4 32 32.1 0.9 2.3

12 4 32 33.5 0.3 3.4

16 4 32 42.7 -0.4 3.8

4 9 32 27.0 1.2 2.3

8 9 32 32.1 0.8 6.0

12 9 32 43.7 0.1 7.1

16 9 32 53.7 -0.3 2.5

'4 99 32 33.2 11.2 14.1

8 99 32 56.2 5.8 7.7

12 99 32 65.7 3.0 15.8

16 qq 32 64.4 5.0 10.7

4 4 64 25.7 1.5 3.3

8 4 64 38.8 -0.7 1.3

12 4 64 41.7 1.3 4.3

16 4 64 52.1 0.7 2.4

4 9 64 31.8 0.6 3.7

8 9 64 39.7 0.4 3.9

12 9 64 52.2 1.0 4.7

16 9 64 62.3 1.2 6.4

4 99 64 39.1 2.8 13.9

9 Q9 64 64.6 1.0 2.2

12 99 64 72.0 2.6 16.4

16 99 64 73.5 4.9 9.0

it
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TABLE Al AVERAGE TOTAL COST
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEBAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIO IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATION OF HETEROGENIOUS-STORES ENVIRONMENT
(I,Y) = (REVISION INTERVAL, NC. CF PERICDS DEMAND DATA USED FOR REVISION)

VALUES FOR RULES OTHER THAN THE OPTIMAL SE ARE I EXCESS OVER So VALUE

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 24.0 1.0 6.3
8 4 32 28.8 0.7 8.1
12 4 32 39.7 0.1 8.6
16 4 32 49.8 -1.0 2.0
41 9 32 25.3 2.4 14.8
8 9 32 41.6 0.2 7.5

12 9 32 50.2 0.4 11.8
16 9 32 50.5 0.7 3.9
4 99 32 42.8 6.1 18.3
8 99 32 63.0 5.8 16.1

12 99 32 61.2 6.0 10.3
16 99 32 82.1 3.2 13.7
4 4 64 28.9 -0.2 5.6
8 4 64 35.5 0.5 4.2

12 4 64 47.6 1.2 7.4
16 11 64 58.6 1.0 2.8
4 9 64 30.2 0.4 7.1
8 9 64 8.2 2.5 6.9

12 9 64 58.4 -0.2 10.8
16 9 64 60.3 0.6 41.14
14 99 64 46.7 5.2 16.3
8 q9 611 72.0 0.6 11.9

12 q9 64 70.8 3.2 11.0
16 99 64 92.2 4.1 11.1

1
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TABLE £3 PERIOD-ED INVENTORY
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF HETEROGENEOUS-STORES ENVIRONMENT
(XY) = (REVISION INTERVAL, NO. CF PEBICDS DENED DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 6.6 7.8 8.2
8 4 32 11.1 10.7 11.6
12 4 32 13.9 13.1 14.0
16 4 32 16.4 16.0 16.8

4 9 32 11.5 11.7 12.7
8 9 32 16.8 15.9 17.5
12 9 32 19.7 20.2 21.2
16 9 32 21.7 22.9 24.2
4 99 32 21.6 23.9 26.2
8 99 32 28.0 33.1 35.3

12 99 32 36.5 39.4 41.5
16 99 32 40.4 45.0 47.0

4 4 64 8.9 8.9 9.3
8 4 64 13.1 12.0 12.8
12 4 64 16.0 15.1 15.6
16 4 64 18.0 17.9 18.7
4 9 64 13.1 13.4 14.0
8 9 64 16.8 18.3 19.2

12 9 64 21.7 22.4 23.8
16 9 64 25.2 25.8 27.3
4 99 64 23.9 26.4 27.0
8 99 64 31.4 35.2 37.8

12 99 64 36.5 42.9 44.3
16 99 64 43.6 48.5 50.2

4
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TABLE A3 PERIO£-END INVENTORI
WHOLESALE WAREHOUSE INVENTORY SYSTEM
RCH STOPE HS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN BATIC IS 9
PEPLtNISHMEINT LFADTIME = 2

STATISTICAL SIMULATION OF HETEROGENEOUS-STORES ENVIRONMENT
(X,!) = (REVISION INTERVAL, NO. OP PERIODS DEMAND DATA USED FOR REVISION)

BEAN C(OUT) C(FIX) SB Ph (26,26)
/C(iN) /C(IN)

4 4 32 10.6 10.2 10.7
8 4 32 15.1 15.0 15.6
12 4 32 15.5 15.3 16.4
16 4 32 20.5 20.2 21.7
4 9 32 15.3 15.7 16.3
8 9 32 16.7 18.3 20.0

12 9 32 23.6 26.2 27.1
16 9 32 30.1 31.2 31.4
4 99 32 23.1 30.3 31.4
8 99 32 39.2 44.7 47.1
12 99 32 47.5 56.1 58.6
16 99 32 42.2 53.2 57.7
4 4 64 11.9 10.7 11.2
8 4 64 16.6 15.7 16.7

12 4 64 18.6 16.9 17.6
16 4 64 23.5 21.5 22.8
4 9 64 17.2 17.2 17.4
8 9 64 19.6 20.6 21.5

12 9 64 29.9 28.2 28.9
16 9 654 34.7 33.0 34.0
4 99 64 24.0 31.0 32.8
8 99 64 39.8 45.9 47.9
12 99 64 51.6 57.5 58.6
16 99 64 48.9 55.5 58.3

I
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TABLE A3 PERIOE-END INVENTORY
WHOLESALE WAREHOUSE INVENTORY SYSTEN
FACH STORE HAS A NEGATIVE BINOMIAL DEKAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN FATIC IS 9
PEPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATICN OF HETERCGENEOUS-STOBES ENVIRONRENT
(XY) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

MEAN C(OUI) C(FIX) SB P1 (26,26)
/C(IN) /C(IN)

4 4 32 12.3 12.4 12.8
8 '4 32 14.6 13.5 15.1

12 4 32 20.5 21.3 21.0
16 4 32 24.2 214.9 25.0
4 9 32 14.1 16.3 17.1
8 9 32 24.5 23.9 25.4

12 9 32 29.7 31.2 31.7
16 9 32 27.6 29.6 31.1
4 99 32 30.7 38.3 39.0
8 99 32 44.5 55.0 54.3
12 99 32 43.1 53.2 54.2
16 99 32 59.0 71.3 71.5
4 4 64 11.9 12.6 13.3
8 4 614 15.3 14.7 15.5

12 4 64 22.7 22.1 21.9
16 4 64 27.3 26.1 26.0
4 9 64 17.7 16.8 17.8
8 9 64 25.5 25.5 27.0

12 9 64 33.2 32.7 33.3
16 9 64 33.1 31.6 33.2
1 99 64 36.1 39.0 39.7
8 99 64 45.0 55.3 54.2
12 99 64 45.3 54.9 57.4
16 99 64 63.4 71.9 72.9
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TABLE A4 PERIOD-END BACKLOG AS PROPORTION OF BEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEBAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMOLATICN OF HETERCGBNIOUS-STORES INVIRONMENT
(XY) = (REVISION INTERVAL, NO. OP PERIODS DEMAND DATA USED FOR REVISION)

BEAN C(OUT) C(FIX) SB Ph (26,26)
/C(IN) /C(IN)

4 4 32 0.3504 0.3021 0.3240
8 4 32 0.1753 0.2201 0.2101

12 4 32 0.1492 0.1666 0.1616
16 4 32 0.1123 0.1380 0.1269
4 9 32 0.1314 0.1459 0.1307
8 9 32 0.0850 0.0976 0.0893

12 9 32 0.0540 0.0635 0.0591
16 9 32 .0539 0.0561 0.0580
4 99 32 0.0105 0.0099 0.0108
8 99 32 0.0045 0.0012 0.0011
12 99 32 0.0051 0.0031 0.0040
16 99 32 0.0043 0.0031 0.0033
4 4 64 0.2906 0.4139 0.3938
8 4 64 0.2213 0.2788 0.2578

12 4 64 0.1552 0.2120 0.1989
16 4 64 0.1354 0.1760 0.1623
4 9 64 0.1291 0.1579 0.1499
8 9 64 0.0850 0.1163 0.1001

12 9 64 0.0661 0.0773 0.0770
16 9 64 0.0572 0.0703 0.0647
4 99 64 0.0099 0.0135 0.0100
8 99 64 0.0040 0.0025 0.0020

12 99 64 0.0051 0.0047 0.0052
16 99 64 0.0044 0.0037 0.0046

J
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TABLE A4 PERIOD-END BACKLCG AS PROPORTION OF MEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MNAN RATIO IS 9
REPLENISHMENT LEADTINE = 2

STATISTICAL SIMULATION OF HETEROGENEOUS-STORES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NC. CF PERICDS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C (IN)

4 4 32 0.3422 0.3817 0.3917
8 4 32 0.2551 0.3C78 0.2991

12 4 32 0.1603 0.1834 0.1786
16 4 32 0.1615 0.1746 0.1812

4 9 32 0.1845 O.le82 0"1705
8 9 32 0.0884 0.0888 0.0842

12 9 32 0.0800 0.0743 0.0944
16 9 32 0.0810 0.0784 0.0877

4 99 32 0.0096 0.0033 0.0033
8 99 32 0.0102 0.0090 0.0073

12 99 32 0.0064 0.0019 0.0067
16 99 32 0.0048 0.0020 0.0014

4 4 64 0.3717 0.4853 0.4593
8 4 64 0.2815 0.3496 0.3409
12 4 64 0.1855 0.2225 0.2331
16 4 64 0.1806 0.2205 0.2093

4 9 64 0.1830 0.2023 0.2119
8 9 64 0.0948 0.1028 0.1060

12 9 64 0.0841 0.0945 0.1026
16 9 64 0.0824 0.0918 0.1060

'4 99 64 0.0105 0.0040 0.0095
8 99 64 0.0108 0.0098 0.0082

12 99 64 0.0050 0.0016 0.0090
16 99 64 0.0035 0.0027 0.0028

.1

-' - _ _ - - -2 - . ... . . .. :



111.9

TABLE A4 PERIOD-ENC BACKLCG AS PBOPORTION OF MEAN DEMAND
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIO IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATION OP HETEROGENIOUS-STORES ENVIRONMHENT
(I,Y) = (REVISION INTERVAL, WC. CF PEBICDS DEMAND DATA USED POO REVISION)

MEAN C(OUT) C(IX) SB PA (26,26)
/C(IN) /C (IN)

4 4 32 0.4157 0.4491 0.4810
8 4 32 0.2259 0.2414 0.2563

12 4 32 0.2121 0.1964 0.2650
16 4 32 0.2147 0.2133 0.2347
4 9 32 0.1513 0.1279 0.1919
8 9 32 0.1319 0.1443 0.1620
12 9 32 0.0952 0.0908 0.1394
16 9 32 0.0655 0.0707 0.0707

4 99 32 0.0140 0.0059 0.0168
8 99 32 0.0117 0.0055 0.0143

12 99 32 0.0054 0.0018 0.0031
16 99 32 0.0061 0.0017 0.0070
4 4 64 0.4588 0.51473 0.5936
8 4 64 0.2305 0.2902 0.3054
12 4 614 0.2154 0.2523 0.3090
16 4 64 0.2124 0.2576 0.2738
4 9 64 0.1438 0.1620 0.1855
8 9 64 0.1346 0.1738 0.1803

12 9 64 0.0963 0.1072 0.1579
16 9 64 0.0735 0.0847 0.0862
4 99 64 0.0086 0.0066 0.0177
8 99 64 0.0116 0.0072 0.0189

12 99 64 0.0055 0.0032 0.0055
16 99 64 0.0047 0.0045 0.0081

.4
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TABLE AS FREQUENCY CF PERIODS WITH BACKLOG
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEHAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF HETEROGENIOUS-STOBES ENVIRONMENT
(I,Y) = (REVISION INTERVAL, NO. C? PEEICDS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1795 0.1837 0.1637
8 4 32 0.1907 0.2141 0.2023

12 4 32 0.1877 0.2083 0.2000
16 4 32 0.1839 0.2143 0.1973
4 9 32 0.0966 0.1040 0.0973
8 9 32 0.0899 0.1012 0.0913

12 9 32 0.0901 0.0964 0.0908
16 q 32 0.0964 0.1000 0.0981
4 99 32 0.0094 0.0074 0.0106
8 99 32 0.0098 0.0028 0.0033

12 99 32 0.0088 0.0054 0.0077
16 q9 32 0.0092 0.0064 1.0075
4 £4 614 0.1903 0.2398 0.2396
8 4 64 0.1979 0.2436 0.2210
12 4 64 0.1917 0.2364 0.2250
16 4 64 0.1993 0.2342 0.2235
4 9 64 0.0929 0.1032 0.0983
8 9 64 0.0899 0.1164 0.1052

12 9 64 0.0988 0.1116 0.1071
16 9 64 0.0980 0.1046 0.1006
4 4 99 64 0.0074 0.0090 0.0094
8 99 64 0.0080 0.0042 0.0044

12 99 64 0.0088 0.0070 0.0094
16 99 64 0.0090 0.0072 0.0069SI.o~o oo, ~ ,
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TABLE A5 FREQUENCY OF PERIODS WITH BACKLOG
WHOLESALE WAREHOUSE INVENTCRY SYSTE!
EACH STORE HAS A NIGATIVE BINOMIAL DEMAND DISRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIC IS 9
REPLENISHMENT LEADTIME = 2

STATISTICAL SIMULATICN OF HETEROGENECUS-STCRES ENVIRONMENT
(I,¥) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED 7CR REVISION)

MEAN C(OUT) C(PIX) SE PA (26,26)
/C(IN) /C(IN)

'4 '4 32 0.1'779 0.1915 0.1973
8 4 32 0.1899 0.2111 0.2031

12 4 32 0.1903 0.2099 0.2023
16 4 32 0.1955 0.2049 0.2058
4 9 32 0.0994 0.1008 0.0933
8 9 32 0.0976 0.0984 0.0900

12 9 32 0.0992 0.0901 0.0981
16 9 32 0.0976 0.0978 0.1069
4 n9 32 0.0086 0.0028 0.0040
8 99 32 0.0096 0.0064 0.0085

12 99 32 0.0094 0.0038 0.0098
16 99 32 0.0096 0.0044 9.0031
4 4 64 0.1897 0.2270 0.2346
8 4 64 0.1917 0.2382 0.2206

12 4 64 0.1995 0.2358 0,2377
16 4 64 0.1965 0.2336 0.2288

4 9 64 0.0962 0.1004 0.1110
8 9 64 0.0992 0.1030 0.1054

12 9 64 0.0990 0.1038 0.1073
16 9 64 0.0960 0.1088 0.1196
4 99 64 0.0076 0.0034 0.0075
8 99 64 0.0094 0.0084 0.0083

12 99 64 0.0098 0.0036 0.0117
16 99 64 0.0098 0.0052 0.0056

II ,.' :>~. ... - .. .. .. . " -



TABLE A5 FREQUENCI OF PERIODS WITH BACKLOG
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STOPI HAS A NEGATIVE BINOMIAL DEMAND DISTPIBOTION
WAREHOUSE DEMAND VARIANCE/MEAN BATIC IS 9
PEPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATICN CF HETEBOGENEOUS-STORES ENVIRONHENT
(X,Y) = (REVISION INTERVAL, NO. OP PERIODS DEHARD DATA USED PCR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.1857 0.1889 0.2104
8 4 32 0.19h7 0.2129 0.2086

12 4 32 0.1887 0.1781 0.2142
16 4 32 0.1961 0.1977 0.2186
4 9 32 0.0966 0.0829 0.1121
8 9 32 0.0954 0.1034 0.1196
12 9 32 0.0972 0.0970 0.1238
16 9 32 0.0927 0.0976 0.0935
4 99 32 0.0096 0.00498 0.0113
8 99 32 0.0094 0.0038 0.0115

12 99 32 0.0096 0.0032 0.0046
16 99 32 0.0098 0.0034 0.0102
4 4 64 0.1993 0.2143 0.2333
0 4 64 0.1963 0.2306 0.2283

12 4 64 0.1885 0.2077 0.2319
16 4 64 0.1931 0.2125 0.2367
4 9 64 0.0907 0.1004 0.1065
8 9 64 0.0996 0.1188 0.1265
12 9 64 0.0976 0.0996 0.1273
16 9 64 0.0992 0.1112 0.1048

4 99 64 0.0090 0.0040 0.0090
8 99 64 0.0094 0.0056 0.0135
12 99 64 0.0088 0.0052 0.0065
16 99 64 0.0088 0.0064 0.01154.

J
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN RATIC IS 9
REPLENISHMENT LEADTIME = 0

STATISTICAL SIMULATION OF HETEROGENEOUS-STORES ENVIRONMENT
(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB PA (26,26)
/C(IN) /C(IN)

4 4 32 0.179 0.170 0.162
8 4 32 0.273 0.255 0.253

12 4 32 0.309 0.309 0.310
16 4 32 0.392 0.360 0.363
4 9 32 0.179 0.164 0.169
8 9 32 0.244 0.244 0.247
12 9 32 0.332 0.304 0.308
16 9 32 0.390 0.356 0.357
4 99 32 0.243 0.166 0.168
8 99 32 0.283 0.250 0.251

12 99 32 0.305 0.305 0.310
16 99 32 0.400 0.354 0.361
4 4 64 0.147 0.122 0.129
8 4 64 0.198 0.192 0.193

12 4 64 0.256 0.236 0.240
16 4 64 0.309 0.277 0.281
4 9 64 0.145 0.127 0.124
8 9 64 0.244 0.186 0.195

t 12 9 64 0.261 0.234 0.239
16 9 64 0.305 0.277 0.278
4 99 64 0.166 0.125 0.127
8 99 64 0.200 0.190 0.192

12 99 64 0.305 0.232 0.238
16 99 64 0.321 0.281 0.279

* . . . .. . .I II
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE WAPEBOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTIME = 2

STATISTICAL SIMULATION OF HETYROGENEOUS-STORES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, NC. CF PERICDS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FI) SB PA (26,26)
/C(IN) /C(l)

4 4 32 0.164 0.158 0.162
8 4 32 0.277 0.236 0.239

12 4 32 0.321 0.298 0.302
16 4 32 0.373 0.349 0.345

4 9 32 0.159 0.152 0.163
q 9 32 0.283 0.241 0.248

12 9 32 0.358 0.296 0.295
16 9 32 0.371 0.342 0.346

4 99 32 0.194 0.164 0.160
8 99 32 0.279 0.238 0.238

12 99 32 0.332 0.292 0.298
16 99 32 0.455 0.352 0.352

4 4 64 0.123 0.119 0.126
8 4 64 0.206 0.182 0.183

12 4 64 0.222 0.229 0.230
16 4 64 0.267 0.263 0.269

4 9 64 0.125 0.117 0.123
8 9 64 0.206 0.185 0.188

12 9 64 0.206 0.224 0.230
16 9 64 0.246 0.262 0.266

4 99 64 0.172 0.119 0.125
8 99 64 0.255 0.182 0.181

12 99 64 0.226 0.226 0.226
16 99 64 0.297 0.270 0.271

'A4
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TABLE A6 REPLENISHMENT FREQUENCY
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIACE/MEAN RATIO IS 9
REPLENISHMENT LEADTIME = 4

STATISTICAL SIMULATION OF HETEBOGENEOUS-STORES ENVIRONMENT
(XY) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

MEAN C(OUT) C(FIX) SB FA (26,26)
/C(IN) /C(IN)

4 4 32 0.159 0.146 0.159
8 4 32 0.216 0.241 0.243
12 4 32 0.281 0.281 0.292
16 4 32 0.371 0.336 0.338

4 9 32 0.179 0.155 0.158
8 9 32 0.238 0.230 0.240

12 9 32 0.317 0.292 0.292
16 9 32 0.120 0.343 0.348

4 99 32 0.204 0.150 0.158
8 99 32 0.288 0.228 0.237

12 99 32 0.366 0.298 0.300
16 99 32 0.420 0.333 0.337
4 4 64 0.152 0.117 0.121
8 4 64 0.200 0.182 0.184
12 4 64 0.228 0.218 0.226
16 4 64 0.277 0.259 0.261
4 9 64 0.113 0.119 0.122
8 9 64 0.203 0.179 0.181

12 9 64 0.231 0.218 0.223
16 9 64 0.259 0.262 0.270
4 99 64 0.112 0.119 0.120
8 99 64 0.277 0.178 0.177

12 99 64 0.298 0.225 0.230
16 99 64 0.333 0.263 0.262
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TABLE AlO STANDARD DEVIATIONS CF (S,S) VALUES
WHOLESALE WAREHOUSE INVI..1TORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VAPIANCE/MEAN PATIO IS 9
REPLENISHMENT LEADTINE = 0

STATISTICAL SIMULATION OP HETEROGENEOUS-STORES ENVIRONMENT
(1,Y) = (REVISION INTERVAL, PC. CP PERIODS DEMAND DATA USED FOR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C (IN) /C (IN)

4 4 32 1.93 0.55
8 4 32 2.72 1.11
12 4 32 3.15 1.42
16 4 32 2.78 1.38
4 9 32 2.52 1.11
8 9 32 3.47 1.88

12 9 32 3.22 1.99
16 9 32 4.14 2.59
4 99 32 5.54 3.90
8 99 32 4.12 3.38

12 99 32 7.36 5.93
16 99 32 7.87 6.47
4 4 64 2.12 0.24
8 4 64 2.93 0.78
12 4 64 3.36 1.10
16 14 64 2.59 0.97
4 9 64 3.21 0.97
8 9 64 4.01 1.56
12 9 64 3.35 1.52
16 9 64 4.49 2.16
4 99 64 5.13 3.13
8 99 64 4.59 3.22

12 99 64 7.30 5.32
16 99 64 7.43 5.58
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TABLE A10 STANDARD DEVIATIONS OF (S,S) VALUES
WHOLESALE WAREHOUSE INVENTORi SYSTEPF
EACH STOPE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBOTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIC IS 9
REPLENISHMENT LEADTIME = 2

STATISTICAL SIMULATICN OF HETEROGENICUS-STORES ENVIRONMENT

(X,Y) = (REVISION INTERVAL, NO. OF PERIODS DEMAND DATA USED FOR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C (IN) /C (IN)

4 4 32 3.97 2.39
8 4 32 6.39 4.40
12 4 32 5.00 3.62
16 4 32 7.37 5.53
4 9 32 5.65 3.84
8 9 32 4.82 3.50

12 9 32 7.54 5.80
16 9 32 9.65 7.62
4 99 32 6.38 5.15
8 Q9 32 11.80 13.07

12 99 32 14.65 12.90
16 99 32 10.64 9.34

t4 4 64 4.92 2.31
8 4 64 6.39 3.68

12 4 64 4.97 3.20
16 4 64 7.18 4.79

4 9 64 6.30 3.52
8 9 64 5.00 3.11

12 9 64 8.04 5.48
16 9 64 10.10 7.18

4 99 64 7.19 5.26
8 99 64 10.32 8.22

12 99 64 14.13 11.67
16 99 64 9.29 7.60

4 ,
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TABLE A1O STANDARD DEVIATIONS OF (SS) VALUES
WHOLESALE WAREHOUSE INVENTORY SYSTEM
EACH STORE HAS A NEGATIVE BINOMIAL DEMAND DISTRIBUTION
WAREHOUSE DEMAND VARIANCE/MEAN PATIC IS 9
PEPLENISHMENT LFACTIME = 4

STATISTICAL SIMULATION OF HETEROGENEOUS-STORES INVIPOPMENT

(I,Y) = (REVISION INTERVAL, VC. CF PERICDS DEMAND DATA USED FOR REVISION)

BIG S LITTLE S

MEAN C(OUT) C(FIX) (26,26) (26,26)
/C(IN) /C(IN)

4 4 32 6.76 4.81
8 4 32 6.09 4.72

12 4 32 9.89 8.02
16 4 32 12.57 10.46
4 9 32 6.36 4.76
8 9 32 9.68 7.85
12 9 32 12.67 10.58
16 9 32 8.141 7.09
4 99 32 11.55 9.86
9 99 32 16.67 1'.91

12 99 32 12.27 10.96
16 99 32 18.51 16.84
4 4 64 7.06 4.34
8 4 64 6.30 4.39

12 4 64 9.79 7.27
* 16 4 64 13.09 9.97

4 9 64 6.32 4.13
9 64 10.87 8.02

12 9 64 12.25 9.41
16 9 64 9.66 7.55
4 99 64 12.36 9.71
a 99 64 16.04 13.147

12 99 64 12.97 10.90

16 99 64 18.60 16.03
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